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Abstract

We study the identification and estimation of linear factor models under the assumptions that factors and errors are independent and that factors are not normally distributed. Higher-order moments are shown to yield full identification of the matrix of factor loadings if factor distributions are sufficiently skewed or kurtic. We develop simple algorithms to estimate the matrix of factor loadings from the second, third and fourth-order moments of the data. We run Monte Carlo simulations and apply our methodology to estimating the returns to education.
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1 Introduction

Linear factor models are routinely used in social sciences. Spearman’s (1904) “g” factor is one of the earliest applications in psychology. Principal component analysis (PCA) is a leading technique in sociology to construct social indices and to uncover hidden causes of individual actions (like self-esteem). Econometric applications include measurement error models, error component models for panel data, structural VAR models in macroeconomics, and multifactor asset pricing models in empirical finance. They are also useful in microeconometrics, even though empirical microeconomic models are often nonlinear. For example, Carneiro, Hansen and Heckman’s (2003) Roy model of educational choice is a successful attempt to motivate their usefulness for estimating treatment effects and other policy parameters using microdata.\footnote{Continuous instruments with large supports allow to identify the distribution of latent variables and a linear factor structure is used to model the effect of unobserved heterogeneity on latent variables. See Cunha et. al (2005) and Heckman and Navarro (2005) for other applications of this idea.}

Despite these empirical successes, it is usually thought that the interest of linear multifactor models for structural applications is severely hampered by a fundamental lack of identification. Suppose that a vector of \( L \) observed measurements, \( Y \), be related to a vector of \( K \) unobserved factors, \( X \), by a noisy linear relationship: \( Y = \Lambda X + U \), where and \( \Lambda \) is a matrix of parameters (factor loadings) and \( U \) is a vector of errors. In ordinary Factor Analysis, the identification of factor loadings rests on covariance restrictions, and it well known that matrix \( \Lambda \) is identified only up to a multiplicative orthogonal matrix (Anderson and Rubin, 1956). Parametric restrictions, often in the form of exclusion restrictions, are usually added for identification. In VAR models, for example, the identification of structural shocks is achieved by assuming a particular triangular form for \( \Lambda \). Carneiro, Hansen and Heckman (2003) assume at least two specific measurements for each factor. In Principal Component Analysis, an implicit choice of rotation is involved in the minimisation of the sum of squared residuals.

In this paper, we show that most of these exclusion restrictions are unnecessary if two key conditions are satisfied: First, factors and errors are independent, not just uncorrelated. Second, the third and/or fourth-order moments of the vector of observed measurements are informative.
(which implies that factors are non normal). We derive sufficient conditions on $\Lambda$ (such as $\Lambda$ is full column rank) which guaranty that, if $K \leq L$, then $\Lambda$ is identified (up to a multiplication of each column by $\pm 1$ and column permutations) from second, third and fourth-order moments, and if $K < L$, then $\Lambda$ is identified from second and third-order moments.

The importance of the assumptions of independence and nonnormality for the identification of factor models is well known in the measurement-error literature. Since the seminal contributions of Geary (1942) and Reiersol (1950) a long series of papers have proposed different ways of using third and fourth-order moments to correct estimators for measurement errors in the regressors.\(^2\) The class of estimators introduced in this paper can be seen as a generalisation of this approach to multifactor structures.

In a different branch of statistics, signal processing, linear factor models are commonly used to separate the components of linear mixtures of signals. Since its introduction at the beginning of the 1990’s, Independent Component Analysis (ICA) has rapidly become a leading technique.\(^3\) In this vast literature, one of the most popular methods is Cardoso and Souloumiac’s (1993) JADE algorithm.\(^4\) This is a joint diagonalisation algorithm of a set of well chosen matrices of fourth-order cumulants of measurements. In the past ten years, the ICA problem has also become a very important topic in the neural networks literature and Hyvärinen’s (1999) FastICA algorithm has become another very popular algorithm.\(^5\)

One serious drawback of ICA, at least for econometric applications, is that it rules out errors. Neglecting noise can be a source of very important biases, as we shall later show. All existing extensions of ICA allowing for noise make parametric assumptions on the distributions of errors (usually Gaussian) and factors (usually Gaussian mixtures).\(^6\) As far as we know, our paper is

\(^2\)Relevant contributions include Madanski (1959), Pal (1980), Dagenais and Dagenais (1997), Cragg (1997), Lewbel (1997), and Erickson and Whitted (2002). Less directly related to our work are the papers of Spiegelman (1979) and Van Montfort et al. (1989), using more of the information contained in the characteristic function of measurements but the value at zero of its first few derivatives. Lastly, Lewbel (2004) and Doz and Renault (2005) use heteroskedasticity as a source of identification.

\(^3\)The name Independent Component Analysis was first proposed par Comon (1994). See Hyvärinen et al., 2001, and Cardoso, 1999, for a survey.

\(^4\)For an application of ICA and JADE to multivariate financial time series, see Back and Weigend (1997).

\(^5\)See Xu, 2003, for a survey of Bayesian learning applications to ICA.

\(^6\)For example, Moulines et al. (1997), Attias (1999) uses a ML approach and the EM algorithm. Xu (2000, 2001) allows for non-Gaussian errors and uses Bayesian learning algorithms. Ikeda and Toyama (2000) adopt a two-stage approach similar to ours except that they assume Gaussian noise. They use PCA to estimate the error
the first paper, out of a long list of contributions, to propose a fully semiparametric procedure to consistently estimate factor loadings from data moments in a noisy linear factor model with error distributions of unknown form. Our quasi-JADE algorithm proceeds in two stages: First, we estimate the second, third and fourth-order error moments, that we use to “remove” the noise component from the second, third and fourth-order moments of the data (“whitening” stage). Then, we straightforwardly apply Cardoso and Souloumiac’s joint diagonalisation algorithm to “whitened” data.

The outline of the paper is as follows. In Section 2, we study the semiparametric identification of factor loadings. Section 3 deals with estimation issues: We discuss the estimation of the number of common factors using Robin and Smith’s (2000) rank test; we present Cardoso and Souloumiac’s (1993) JADE algorithm; we study its asymptotic properties; and we develop the quasi-JADE algorithm. In Section 4, we investigate the finite-sample properties of quasi-JADE by means of Monte-Carlo simulations. In Section 5, we apply our methodology to estimate returns to schooling in France. Our method allows to identify two factors in the wage-education relationship. Interestingly, while the first factor has a positive effect on wages, the second factor is positively related to education, yet negatively to wages. This second factor provides some evidence that overspecialisation in schooling is negatively valued in the labour market. Lastly, Section 6 concludes.

2 Identification of linear independent factor models

Let $Y = (Y_1, ..., Y_L)^T$ be a vector of $L \geq 2$ zero-mean, real-valued random variables (measurements). Let $X = (X_1, ..., X_K)^T$ be a random vector of $K \geq 1$ zero-mean, real valued, non degenerate random variables (factors). Let $U = (U_1, ..., U_L)^T$ be a vector of $L$ zero-mean, real-valued random variables (errors). Both factors and errors are unobserved.

**Assumption A1 (Linearity)** There exists a $L \times K$ matrix of scalar parameters (factor loadings), $\Lambda$, such that $Y = \Lambda X + U$. 

covariance matrix before plugging it into JADE.
The difference between factors and errors is a matter of definition. A given covariate is called a factor if it enters at least two measurement equations (i.e. every column $\lambda_k$, $k = 1, ..., K$, of $\Lambda$ has at least two non-zero entries). Otherwise, it is called an error.

In ordinary Factor Analysis (FA), factors and errors are uncorrelated and identification rests on the following covariance restrictions:

$$\Sigma_Y = \Lambda \Sigma_X \Lambda^T + \Sigma_U, \quad (1)$$

where $\Sigma_Z$ denotes the variance-covariance matrix of any random vector $Z$. Obviously parameters $\Lambda, \Sigma_X$ and $\Sigma_U$ are not identified from second-order restrictions (see Anderson and Rubin, 1956). First, restrictions are needed on the correlations between errors and it is usually assumed that $\Sigma_U$ is diagonal. Second, $\Sigma_X$ is not separately identified from $\Lambda$. If $(\Lambda, \Sigma_X)$ satisfies (1), then so does $(\Lambda \Omega, I_K)$, where $\Omega^T = \Sigma_X$. The variance-covariance matrix of $X$ is therefore normalised to the identity matrix $I_K$. Thirdly, even if $\Sigma_X = I_K$ and $\Sigma_U$ is diagonal, $\Lambda$ is identified only up to an orthogonal matrix; that is, if $\Lambda$ satisfies the covariance restrictions, then so does $\Lambda P$, for any orthonormal matrix $P$. Principal Component Analysis is the least-squares version of FA.\(^7\)

In this paper, we maintain the assumptions that $\Sigma_X = I_K$ and $\Sigma_U$ is diagonal and we intensify the absence of correlations between factors, between errors and between factors and errors by making them independent. Moreover we assume that factors are non Gaussian with finite third and fourth-order moments.

**Assumption A2 (Normalization)** Factors have unit variances.

**Assumption A3 (Independence)** All factor and error variables are mutually independent.

\(^7\)Given a sample $Y = (Y_1, ..., Y_N)$ of observations, Principal Component Analysis estimates both $\Lambda$ and factor realisations $X = (X_1, ..., X_N)$ by non linear least squares under the normalisation $\frac{1}{N} XX^T = I_K$. Principal components $\bar{X}$ are the first $K$ eigenvectors of the $N \times N$ matrix $Y^T Y$ (corresponding to the $K$ largest eigenvalues), and factor loadings are estimated by regressing $Y$ on $\bar{X}$ by OLS. Common factors $X_n$, $n = 1, ..., N$, are identified if matrix $\text{Var}(Y)$ has no multiple eigenvalue but identifying factors $X_n$ from factor loadings requires the arbitrary choice of a rotation $P$, even under the normalisation $\text{Var}(X) = I_K$. The asymptotic theory of principal components usually assumes a fixed number of measurements $L$ but a large sample size $N$ (see Anderson, 1984, and Lawless and Maxwell, 1971). In a recent paper, Bai (2003) studies the case where both $L$ and $N$ tend to infinity.
Assumption A4 (Non-gaussianity)  Factor variables $X_k$, $k = 1, ..., K$, are non Gaussian with finite third and fourth-order moments.

In addition, in order to prove the semi-parametric identification results below, we shall require characteristic functions and cumulant generating functions to exist and to be smooth on all $\mathbb{R}$ and not only locally around the origin, as implied by Assumption A4. This assumption is yet not necessary for the parametric estimation procedures that we shall later develop.

Assumption A5 (Characteristic functions) The characteristic functions of factors and errors are of class $C^2$ on $\mathbb{R}$, and are nonvanishing almost everywhere.

We shall say that a representation $(\Lambda, X, U)$ is regular if it satisfies all previously listed assumptions.

2.1 Definitions

For all $K$, let us define the set of sign-permutation matrices as the set $S_K$ of all products $DP$, where $D$ is a diagonal matrix with diagonal components equal to 1 or $-1$ and $P$ is a permutation matrix. For given values of $L$ and $K$, let $(\Lambda, X, U)$ be a regular representation. Clearly, for all $S \in S_K$, $(\Lambda S, S^T X, U)$ is another regular representation. Hence, identification has to be defined modulo the set $S_K$.

Note that the group $S_K$ is a finite subgroup of the infinite orthogonal group $O_K$, up to which identification is defined in ordinary or orthogonal Factor Analysis. The quotient group $O_K/S_K$ is thus also infinite. Proving identification results modulo $S_K$, instead of modulo $O_K$, will result in a considerable reduction of the model’s indeterminacy.

We define semi-parametric identification as follows.

Definition 1 (Semiparametric identification) A regular representation $(\Lambda, X, U)$ is said identifiable if for every other regular representation $(\tilde{\Lambda}, \tilde{X}, \tilde{U})$ there exists a matrix $S$ in $S_K$ such that: $\tilde{\Lambda} = \Lambda S$, $\tilde{X} \overset{d}{=} S^T X$, and $\tilde{U} \overset{d}{=} U$, where $\overset{d}{=} \text{means “equal in distribution.”}$

Semiparametric identification draws information on the finite-dimensional parameter $\Lambda$ and the infinite-dimensional parameters that are the distributions of $X$ and $U$ from the whole dis-
tribution of observed measurements. For practical reasons, it is useful to understand how much of the model’s structure can be identified from a finite set of parameters of this distribution. We thus also define parametric identification as follows.

**Definition 2 (Parametric identification)** A regular representation \((\Lambda, X, U)\) is said to be parametrically identified if there exists a finite vector of moments \(M(Z)\), defined for a vector of r.v. \(Z\), such that, for every other regular representation \((\tilde{\Lambda}, \tilde{X}, \tilde{U})\), moment equality: \(M(\Lambda X + U) = M(\tilde{\Lambda} \tilde{X} + \tilde{U})\), implies that there exists a sign-permutation matrix \(S \in S_K\) such that \(\tilde{\Lambda} = \Lambda S\), \(M(\tilde{X}) = M(S^T X)\), and \(M(\tilde{U}) = M(U)\).

Unless otherwise specified, we shall simply say that the factor model is parametrically identified if it is identified from second, third and fourth-order moments of observed measurements.

### 2.2 Identifying restrictions

In this subsection, we develop some implications of the regularity assumptions in terms of cumulant generating functions and their derivatives.

**Cumulant generating function.** Denote the cumulant generating functions (the log of characteristic functions) of \(Y, X_k\) and \(U\) as \(\kappa_Y, \kappa_{X_k}\) and \(\kappa_{U_t}\). The independence assumptions and the linear factor structure imply that, for almost all \(t = (t_1, ..., t_L)^T \in \mathbb{R}^L\),

\[
\kappa_Y(t) = \ln \mathbb{E} \exp(\sqrt{-1} \cdot t^T Y) = \sum_{k=1}^K \kappa_{X_k} (\Lambda_k^T t) + \sum_{t=1}^L \kappa_{U_t} (t_t),
\]

where \(\ln\) denotes the principal branch of the logarithm.

Then, define the following sets of multi-indices:

\[
\Xi_{L,p} = \left\{ \alpha = (\alpha_1, ..., \alpha_L) \in \{0, ..., p\}^L : |\alpha| = \alpha_1 + ... + \alpha_L = p \right\},
\]

\[
\Delta_{L,p} = \left\{ \alpha = (\alpha_1, ..., \alpha_L) \in \{0, ..., p-1\}^L : |\alpha| = \alpha_1 + ... + \alpha_L = p \right\}.
\]

Let \(#\Xi_{L,p}\) (resp. \(#\Delta_{L,p}\)) be the number of elements in \(\Xi_{L,p}\) (resp. \(\Delta_{L,p}\)). For \(p = 2\):

\[
#\Xi_{L,2} = \frac{L(L+1)}{2} \quad \text{and} \quad #\Delta_{L,2} = \frac{L(L-1)}{2}.
\]

Multi-indices are convenient ways to select \(p\) components of a vector of size \(L\) with repetition, via the
Let $\alpha = (\alpha_1, \ldots, \alpha_L) \in \Delta_{L,p}$. For any vector $x = (x_1, \ldots, x_L) \in \mathbb{R}^L$, define the monomial $x^\alpha = x_1^{\alpha_1} \cdots x_L^{\alpha_L}$. Then, assuming that derivatives exist, we have

$$\kappa_Y^{(\alpha)}(t) \equiv \partial_{\alpha} \kappa_Y(t) \equiv \frac{\partial^{\vert \alpha \vert} \kappa_Y(t)}{\partial t_1^{\alpha_1} \cdots \partial t_L^{\alpha_L}} = \sum_{k=1}^{K} \lambda_k^{2} \kappa_{X_k}^{(p)}(\lambda_k^T t) + \sum_{\ell=1}^{L} \delta_{\alpha_{\ell,p}} \kappa_{U_\ell}^{(p)}(t_\ell), \quad (3)$$

where $\kappa_{X_k}^{(p)}$ and $\kappa_{U_\ell}^{(p)}$ are the $p$th derivative of $\kappa_{X_k}$ and $\kappa_{U_\ell}$, and $\delta_{ij}$ is the Kronecker delta (= 1 if $i = j$ and = 0 if $i \neq j$).

**Cumulants.** For any multi-index $\alpha$, one defines a multivariate cumulant as

$$\kappa_\alpha (Y) = \frac{\kappa_Y^{(\alpha)}(0)}{(\sqrt{-1})^{\vert \alpha \vert}}.$$

Let $i_\ell, \ell \in \{0, \ldots, L\}$, be the $\ell$th column of the $L \times L$ identity matrix. For any $p$-tuple $(\ell_1, \ldots, \ell_p) \in \{0, \ldots, L\}^p$, we denote as $\text{Cum} (Y_{\ell_1}, \ldots, Y_{\ell_p}) = \kappa_{i_{\ell_1} + \cdots + i_{\ell_p}}(Y)$ the multivariate cumulant of $(Y_{\ell_1}, \ldots, Y_{\ell_p})$.

The second-order cumulants of zero-mean random variables are equal to their covariances:

$$\text{Cum} (Y_{\ell_1}, Y_{\ell_2}) = \mathbb{E}(Y_{\ell_1} Y_{\ell_2}), \quad (4)$$

Third-order cumulants are:

$$\text{Cum} (Y_{\ell_1}, Y_{\ell_2}, Y_{\ell_3}) = \mathbb{E}(Y_{\ell_1} Y_{\ell_2} Y_{\ell_3}). \quad (5)$$

And fourth-order cumulants:

$$\text{Cum} (Y_{\ell_1}, Y_{\ell_2}, Y_{\ell_3}, Y_{\ell_4}) = \mathbb{E}(Y_{\ell_1} Y_{\ell_2} Y_{\ell_3} Y_{\ell_4}) - \mathbb{E}(Y_{\ell_1} Y_{\ell_2}) \mathbb{E}(Y_{\ell_3} Y_{\ell_4}) - \mathbb{E}(Y_{\ell_1} Y_{\ell_3}) \mathbb{E}(Y_{\ell_2} Y_{\ell_4}) - \mathbb{E}(Y_{\ell_1} Y_{\ell_4}) \mathbb{E}(Y_{\ell_2} Y_{\ell_3}) - \mathbb{E}(Y_{\ell_2} Y_{\ell_3} Y_{\ell_4}) \mathbb{E}(Y_{\ell_1}). \quad (6)$$

Taking $t = 0$ in equation (3) yields a set of restrictions on cumulants of factors and mean-following bijection

$$\Psi_{L,p} : \Delta_{L,p} \rightarrow \{1, \ldots, L\}^p \quad \alpha \mapsto (\ell_1, \ldots, \ell_p) = \Psi_{L,p}(\alpha)$$

where $(\ell_1, \ldots, \ell_p)$ is such that $\ell_1 \leq \cdots \leq \ell_p$ and $i_{\ell_1, \cdots, \ell_p} = \alpha$, vector $i_{\ell_1, \cdots, \ell_p}$ denoting the $\ell$th column of the identity matrix of dimension $L$. For example, $\alpha = (2, 1, 1) \in \Delta_{5,4}$ corresponds to variable indices $(\ell_1, \ell_2, \ell_3, \ell_4) = (1, 1, 2, 3)$, $\alpha = (0, 2, 2)$ to $(\ell_1, \ell_2, \ell_3, \ell_4) = (2, 2, 3, 3)$, etc. To simplify the notation, we shall also denote as $\Delta_{L,p}$ and $\Delta_{L,p}$ their image by $\Psi_{L,p}$. 
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surements:

\[
\text{Cum} (Y_{\ell_1}, \ldots, Y_{\ell_p}) = \sum_{k=1}^{K} \left( \prod_{i=1}^{p} \lambda_{\ell_i,k} \right) \kappa_p(X_k) + \text{Cum} (U_{\ell_1}, \ldots, U_{\ell_p})
\]

\[
= \sum_{k=1}^{K} \left( \prod_{i=1}^{p} \lambda_{\ell_i,k} \right) \kappa_p(X_k) + \delta_{\ell_1,\ldots,\ell_p} \kappa_p(U_{\ell_1}),
\]  

(7)

where \(\delta_{\ell_1,\ldots,\ell_p} = 1\) if \(\ell_1 = \ldots = \ell_p\) and = 0 otherwise, and \(\kappa_p(Z)\) denotes the \(p\)th cumulant of a univariate random variable \(Z\). If \(Z\) has zero mean,

\[
\kappa_2(Z) = \text{Cum}(Z,Z) = \text{Var}(Z) = \mathbb{E}Z^2,
\]

\[
\kappa_3(Z) = \text{Cum}(Z,Z,Z) = \mathbb{E}Z^3,
\]

\[
\kappa_4(Z) = \text{Cum}(Z,Z,Z,Z) = \mathbb{E}(Z^4) - 3\mathbb{E}(Z^2)^2.
\]

**Moment restrictions.** It will prove convenient to write moment restrictions in matrix form, provided that the corresponding moments exist. Using (7) with \(p = 2\), second-order restrictions are equivalently rewritten as

\[
\Sigma_Y = \Lambda \Lambda^T + \Sigma_U,
\]

(8)

where \(\Sigma_Y\) and \(\Sigma_U\) denote the variance-covariances matrices of \(Y\) and \(U\).

Next, define the following matrices of third-order cumulants

\[
\Gamma_Y(\ell) = \left[ \text{Cum}(Y_i,Y_{\ell},Y_j); (i,j) \in \{1,\ldots, L\}^2 \right] \in \mathbb{R}^{L \times L}, \ \ell \in \{1,\ldots, L\}.
\]

(9)

Third-order restrictions \((p = 3)\) imply that

\[
\Gamma_Y(\ell) = \Lambda D_3 \text{diag}(\Lambda) \Lambda^T + \kappa_3(U_{\ell}) \text{Sp}_{L,\ell},
\]

(10)

where \(\Lambda^T \in \mathbb{R}^{K \times 1}\) is the \(\ell\)th row of \(\Lambda\), \(D_3\) is the diagonal matrix with \(\kappa_3(X_k)\) in the \(k\)th entry of the diagonal, and \(\text{Sp}_{L,\ell}\) is the \(L \times L\) sparse matrix with only one 1 in position \((\ell, \ell)\).

Let us also define the following matrices of fourth-order cumulants

\[
\Omega_Y(\ell, m) = \left[ \text{Cum}(Y_i,Y_{\ell},Y_m,Y_j); (i,j) \in \{1,\ldots, L\}^2 \right] \in \mathbb{R}^{L \times L}, \ (\ell, m) \in \Sigma_{L,2}.
\]

(11)

Fourth-order restrictions \((p = 4)\) imply that

\[
\Omega_Y(\ell, m) = \Lambda D_4 \text{diag}(\Lambda \odot \Lambda_m) \Lambda^T + \delta_{\ell m} \kappa_4(U_{\ell}) \text{Sp}_{L,\ell},
\]

(12)
where $D_4$ is the diagonal matrix with $\kappa_4(X_k)$ in the $k$th entry of the diagonal, and $\odot$ is the Hadamard (element by element) matrix product.

2.3 Semiparametric identification

We now use restrictions (3) to derive necessary and sufficient conditions for the semi-parametric identification of independent factor models. The next theorem, proved in the mathematical appendix, gives sufficient conditions for identification.

**Theorem 1 (Sufficient conditions for semiparametric identification)** Let $(\Lambda, X, U)$ be a regular representation. Let $(\tilde{\Lambda}, \tilde{X}, \tilde{U})$ be an alternative regular representation. The following two propositions hold true:

1. Every column of $\Lambda$ is a scalar multiple of a column of $\tilde{\Lambda}$.

2. If the $\frac{L(L-1)}{2} \times K$ matrix $Q(\Lambda) = [\lambda_{l1}\lambda_{m1}, \ldots, \lambda_{lK}\lambda_{mK}; (l,m) \in \Delta_{L,2}]$, where rows are stacked by increasing order of $(l,m)$, $l < m$, is full column rank, then $(\Lambda, X, U)$ is identified.

If factor variables are not normally distributed, then the matrix of factor loadings is identified whatever the number of factors. This result is well-known in the ICA literature, at least since Comon (1994). Moreover, it suffices that rank($Q(\Lambda)$) = $K$ for the distributions of factors and errors to be identified. A model with $\frac{L(L-1)}{2}$ factors is thus potentially identifiable when factors and errors are assumed independent instead of uncorrelated.

Theorem 1 is a straightforward generalisation of Eriksson and Koivunen’s (2003) identification result for nonnoisy ICA. Proposition (i) of Theorem 1 follows from factor nongaussianity by a straightforward application of a result due to Kagan, Linnik and Rao (1973) that is stated in the mathematical appendix. Proposition (ii) of Theorem 1 easily follows from proposition (i).

We now show that the rank condition in proposition (ii) is generically necessary, that is: for a class of distribution functions dense in the set of continuous distribution functions. As far as
we know, this is a new result. Let us first define the class of distributions divisible by a normal
distribution.

**Definition 3 (Distribution divisible by a normal)** Let $X$ be a continuous random vari-
able with density $f$ and characteristic function $\varphi$. The distribution of $X$ is divisible by a normal
distribution if there exists $\sigma^2 > 0$ such that $\bar{\varphi}(t) = \varphi(t) \exp\left( \frac{\sigma^2 t^2}{2} \right)$ is the characteristic function
of a random variable $\bar{X}$.

The distribution of a variable $X$ is divisible by a normal if and only if $X \overset{d}{=} \bar{X} + \mathcal{N}(0, \sigma^2)$, where $\mathcal{N}(0, \sigma^2)$ is a normal r.v. with mean 0 and variance $\sigma^2$. The set of distributions divisible
by a normal is dense in the set of continuous distribution functions.$^9$

For a representation $(\Lambda, X, U)$ to be identifiable, the next theorem shows that either $Q(\Lambda)$
is full-column-rank or it is not, but then at least some of the factor and error variables must
not be divisible by a normal distribution.

**Theorem 2 (Necessary condition for semiparametric identification)** Let $(\Lambda, X, U)$
be a representation. Suppose that $Q(\Lambda)$ is not full-column-rank and that the distributions of
factors and errors are divisible by normal distributions. Then $(\Lambda, X, U)$ is not identifiable.

We refer the reader to the mathematical appendix for a proof of Theorem 2. We show
that under the assumptions of Theorem 2, for any representation $(\Lambda, X, U)$ such that $Q(\Lambda)$ is
not full-column-rank and the distributions of factors $X$ and errors $U$ are divisible by normal
distributions, then one can construct another representation $(\bar{\Lambda}, \bar{X}, \bar{U})$ that is not equal to
$(\Lambda, X, U)$ up to a sign-permutation matrix and that still verifies the equality $\Lambda X + U \overset{d}{=} \bar{\Lambda} \bar{X} + \bar{U}$.

### 2.4 Parametric identification of factor loadings in the noise-free case ($U = 0$)

We here derive parametric identification results based on the first four moments of the data.
The identification proofs are constructive, and will be used for estimation in the next section.

$^9$Let $X$ be a continuous random variable. Let $X_n = X + \mathcal{N}(0, \sigma^2)$. Then $X_n \overset{d}{=} X$ when $\sigma^2 \to 0$. 
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We first consider the case of factor models without errors. In this case, second, third and fourth-order restrictions (8), (10), (12) imply that matrix $\Lambda$ satisfies simultaneously

$$\Sigma_Y = \Lambda \Lambda^T,$$

$$\Gamma_Y (\ell) = \Lambda D_3 \text{diag} (\Lambda_{\ell}) \Lambda^T, \quad \ell \in \{1...L\},$$

$$\Omega_Y (\ell, m) = \Lambda D_4 \text{diag} (\Lambda_{\ell} \odot \Lambda_m) \Lambda^T, \quad (\ell, m) \in \bar{\Sigma}_{L,2}.$$  \(13\) \(14\) \(15\)

Left and right-multiplying (13), (14) and (15) by $\Sigma_Y^{-1/2}$ and $\Sigma_Y^{-T/2}$, respectively, where $\Sigma_Y^{-1/2} \Sigma_Y \Sigma_Y^{-T/2} = I_K$, one obtains:

$$\Sigma_Y^{-1/2} \Gamma_Y (\ell) \Sigma_Y^{-T/2} = V D_3 \text{diag} (\Lambda_{\ell}) V^T, \quad \ell \in \{1...L\},$$

$$\Sigma_Y^{-1/2} \Omega_Y (\ell, m) \Sigma_Y^{-T/2} = V D_4 \text{diag} (\Lambda_{\ell} \odot \Lambda_m) V^T, \quad (\ell, m) \in \bar{\Sigma}_{L,2}.$$

where $V = \Sigma_Y^{-1/2} \Lambda$ is orthogonal; that is: $VV^T = I_K$. Therefore, $V$ solves a joint diagonalization problem. Theorem 3 below gives conditions for the solution to this joint diagonalization problem to be unique.

**Theorem 3 (Parametric identification in the noise-free case)** Assume (i) $U = 0$, (ii) $K \leq L$ and (iii) $\Lambda$ has rank $K$.

If (iv) at most one factor variable has zero kurtosis excess, then factor loadings are identified from second and fourth-order moment restrictions (13) and (15).

If (iv') at most one factor variable has zero skewness, then factor loadings are identified from second and third-order moment restrictions (13) and (14).

If (iv'') for any couple of factors indices $(k,k')$, $(\kappa_3 (X_k), \kappa_3 (X_{k'}), \kappa_4 (X_k), \kappa_4 (X_{k'})) \neq 0$, then factor loadings are identified from second, third and fourth-order moment restrictions (13), (14) and (15).

The proof is in the mathematical appendix. Theorem 3 shows that high order moments are a source of identification in noise-free factor models. This insight has been widely used in the ICA literature. For instance, Cardoso and Souloumiac (1993) use restrictions (13) and (15) as the basis of their JADE algorithm. The ICA literature does not want to rely on factor
dissymmetry, and thus neglects third-order information. However, there is no strong argument in favour of discarding third-order moments of the data in econometrics. It is yet true that the variables of interest are often transformed to make them as much Gaussian as possible. For instance, by taking the logarithm of income, one obtains a distribution which is close to being normal, at least as far as the skewness and kurtosis are concerned. However, there can still be enough non-normality in the multivariate distribution of the data for factor loadings and factor moments to be well identified. The application in Section 5 will provide an illustration of this remark.

2.5 Parametric identification of error moments

In the “noisy” case ($U \neq 0$), the previous identification results apply, provided that the first moments of error variables are identified. We here give conditions under which these moments are identified. Two cases are distinguished, depending on whether all fourth-order cumulants of factors are zero or not.

2.5.1 First case: all factor distributions are kurtotic

Let $\Omega_Y$ be the $\frac{L(L+1)}{2} \times \frac{L(L-1)}{2}$ matrix of all fourth-order cumulants of the data, defined by

$$
\Omega_Y = [\text{Cum}(Y_i, Y_j, Y_k, Y_m); (i, j) \in \Delta_L, (\ell, m) \in \Delta_L] \in \mathbb{R}^{\frac{L(L+1)}{2} \times \frac{L(L-1)}{2}}.
$$

(16)

The rows of $\Omega_Y$ are indexed by $(i, j) \in \Delta_L$ and the columns are indexed by $(\ell, m) \in \Delta_L$, i.e. $(i, j) \in \{1, \ldots, L\}^2$, $i \leq j$, and $(\ell, m) \in \{1, \ldots, L\}^2$, $\ell < m$. The factor structure implies that

$$
\Omega_Y = \overline{Q} D \overline{Q}^T,
$$

(17)

where

$$
Q \equiv Q(\Lambda) = [\lambda_{ik} \lambda_{mk}; (\ell, m) \in \Delta_L, k \in \{1, \ldots, K\}] \in \mathbb{R}^{\frac{L(L-1)}{2} \times K},
$$

(18)

$$
\overline{Q} \equiv \overline{Q}(\Lambda) = [\lambda_{ik} \lambda_{mk}; (\ell, m) \in \Delta_L, k \in \{1, \ldots, K\}] \in \mathbb{R}^{\frac{L(L+1)}{2} \times K}.
$$

(19)

We first show that, under the assumption that all factors have kurtosis excess, it suffices that $Q$ be full column rank for the first four error moments to be identified from the first four moments of the data.
Lemma 1 Assume that (i) \( K \leq \frac{L(L-1)}{2} \), (ii) \( Q \) has rank \( K \) and (iii) factor variables have non zero kurtosis excess. Then the following propositions hold true.

1. Matrix \( \Omega_Y \) has rank \( K \).

2. Let \( \overline{C} \in \mathbb{R}^{\frac{L(L+1)}{2} \times \left( \frac{L(L+1)}{2} - K \right)} \) be a basis of the null space of \( \Omega_Y^T \); that is: the columns of \( \overline{C} \) are linearly independent and \( \Omega_Y^T \overline{C} = 0 \). The first four moments of \( U_\ell \), \( \ell \in \{1, ..., L\} \), satisfy the linear restrictions:
   \[
   \begin{align*}
   C^T \text{vech} \left( \Sigma_Y \right) &= \sum_{\ell=1}^L \text{Var} \left( U_\ell \right) \overline{C}(\ell, \ell), \quad (20) \\
   C^T \text{vech} \left( \Gamma_Y \left( \ell \right) \right) &= \kappa_3 \left( U_\ell \right) \overline{C}(\ell, \ell), \quad (21) \\
   C^T \text{vech} \left( \Omega_Y \left( \ell, \ell \right) \right) &= \kappa_4 \left( U_\ell \right) \overline{C}(\ell, \ell), \quad (22)
   \end{align*}
   \]

   where \( \overline{C}(\ell, \ell) \) denotes the \((\ell, \ell)\)th row of \( \overline{C} \), when the \( \frac{L(L+1)}{2} \) rows of \( \overline{C} \) are indexed by \( \overline{\Delta}_{L,2} \), and where \( \text{vech} \) is the linear matrix operator stacking all \( \frac{L(L+1)}{2} \) non redundant elements of a symmetric matrix.\(^{10}\)

3. Matrix \( \left[ \overline{C}(1,1), ..., \overline{C}(L,L) \right] \) is full rank and \( \text{Var} \left( U_\ell \right) \), \( \kappa_3 \left( U_\ell \right) \) and \( \kappa_4 \left( U_\ell \right) \) are uniquely defined by identification restrictions (20), (21) and (22).

The proof is in Section A.4 of the mathematical appendix. The following theorem then follows straightforwardly.

Theorem 4 (Sufficient conditions for parametric identification when \( K \leq L \)) Assume that (i) \( K \leq \min \left\{ L, \frac{L(L-1)}{2} \right\} \), (ii) \( \Lambda \) is full column rank, (iii) \( Q \) has rank \( K \), and (iv) factor variables have non zero kurtosis excess. Then, factor loadings are identified from second and fourth-order moments.

Theorem 3 shows that the maximal number of factors for which \( \Lambda \) can be identified (up to column sign and permutation) is \( K = 1 \) if \( L = 2 \), and \( K = L \) if \( L \geq 3 \).

\(^{10}\)Let \( A = [a_{ij}] \) be a \( L \times L \) matrix. Then \( \text{vech} \left( A \right) = [a_{ij}; i \leq j] \in \mathbb{R}^{\frac{L(L+1)}{2} \times 1} \), ordering couples \((i,j)\) by increasing order.
2.5.2 Second case: all factor distributions are either skewed or kurtotic

We now consider the problem of identifying factor loadings, in the “noisy” factor model, when some or all factor distributions have zero kurtosis excess.

Let
\[ \Omega_Y (j) = [\text{Cum} (Y_i, Y_j, Y_{\ell}, Y_m); i \in \{1, ..., L\}, (\ell, m) \in \Delta_{L,2}] \in \mathbb{R}^{L \times \frac{L(L-1)}{2}}. \]  

(23)

The rows of \( \Omega_Y \) are indexed by \( i \in \{1, ..., L\} \) and the columns are indexed by \( (\ell, m) \in \Delta_{L,2} \), i.e. \( \ell < m \). The factor structure implies that

\[ \Omega_Y (j) = \Lambda \text{diag} (\Lambda_j) D_4 Q^T. \]  

(24)

Let also \( \Gamma_Y \) be the \( L \times \frac{L(L-1)}{2} \) matrix of third-order cumulants of the data defined by

\[ \Gamma_Y = [\text{Cum} (Y_i, Y_{\ell}, Y_m); i \in \{1, ..., L\}, (\ell, m) \in \Delta_{L,2}] \in \mathbb{R}^{L \times \frac{L(L-1)}{2}}, \]  

(25)

The rows of \( \Gamma_Y \) are indexed by \( i \in \{1, ..., L\} \) and the columns are indexed by \( (\ell, m) \in \Delta_{L,2} \), i.e. \( (\ell, m) \in \{1, ..., L\}^2, \ell < m \). The factor structure implies that

\[ \Gamma_Y = \Lambda D_3 Q^T. \]  

(26)

Lastly, let \( \Xi_Y \) be the \( L \times \frac{L(L-1)(L+1)}{2} \) matrix of all third and fourth-order cumulants of the data, obtained by stacking matrices \( \Gamma_Y, \Omega_Y(1), ..., \Omega_Y(L) \) columnwise:

\[ \Xi_Y = [\Gamma_Y, \Omega_Y(1), ..., \Omega_Y(L)]. \]  

(27)

We first establish a set of linear restrictions on error moments.

**Lemma 2** Assume that (i) \( K \leq \min \left\{ L, \frac{L(L-1)}{2} \right\} \), (ii) \( \Lambda \) and \( Q \) are full column rank \( K \) and (iii) every factor distribution is either skewed or kurtotic. Then the following propositions hold true.

1. \( \Xi_Y \) has rank \( K \).
2. Let $C \in \mathbb{R}^{L \times (L-K)}$ be a basis of the null space of $\Xi_Y^T$; that is: the columns of $C$ are linearly independent, and $\Xi_Y^T C = 0$. Let $C^T_\ell$ denote the $\ell$th row of $C$. The second, third and fourth-order moments of $U_\ell$, for all $\ell \in \{1, \ldots, L\}$, satisfy the linear restrictions:

$$
C^T \begin{pmatrix}
\mathbb{E}(Y_1 Y_\ell) \\
\vdots \\
\mathbb{E}(Y_L Y_\ell)
\end{pmatrix} = \text{Var}(U_\ell) C_\ell,
$$

(28)

and

$$
C^T \begin{pmatrix}
\mathbb{E}(Y_1 Y_\ell^2) \\
\vdots \\
\mathbb{E}(Y_L Y_\ell^2)
\end{pmatrix} = \kappa_3(U_\ell) C_\ell.
$$

(29)

and

$$
C^T \begin{pmatrix}
\mathbb{E}(Y_1 Y_\ell^3) - 3 \mathbb{E}(Y_1 Y_\ell) \mathbb{E}(Y_\ell^2) \\
\vdots \\
\mathbb{E}(Y_L Y_\ell^3) - 3 \mathbb{E}(Y_L Y_\ell) \mathbb{E}(Y_\ell^2)
\end{pmatrix} = \kappa_4(U_\ell) C_\ell.
$$

(30)

Lemma 2 is not sufficient to identify error moments if $K = L$, as in this case matrix $C$ is zero. We thus require additional assumptions on $\Lambda$.

**Lemma 3** Assume, in addition to the conditions of Lemma 2, that (i) $K \leq L - 1$, and (ii) every submatrix of $\Lambda$ made of a selection of $L - 1$ rows has rank $K$. Then, no column of $C$ is nil ($C_\ell \neq 0$, $\forall \ell$) and $\text{Var}(U_\ell)$, $\kappa_3(U_\ell)$ and $\kappa_4(U_\ell)$ are identified.

The proofs are in Section A.5 of the mathematical appendix. The following theorem then follows immediately.

**Theorem 5** (Sufficient conditions for parametric identification when $K \leq L - 1$)

Assume that (i) $K \leq L - 1$, (ii) every submatrix of $\Lambda$ made of a selection of $L - 1$ rows has rank $K$, (iii) matrix $Q$ has rank $K$, (iv) every factor distribution is either skewed or kurtotic. Then, factor loadings are parametrically identified from second, third and fourth-order moments.

As a special case, if all factors are skewed then factor loadings are parametrically identified from second and third-order moments.

**Corollary 6** (Sufficient conditions for parametric identification from second and third-order moments when $K \leq L - 1$) Assume that (i) $K \leq L - 1$, (ii) every submatrix of $\Lambda$ made of a selection of $L - 1$ rows has rank $K$, (iii) matrix $Q$ has rank $K$, and (iv) all
factor distributions are skewed. Then, factor loadings are parametrically identified from second and third-order moments.

For example, consider the case of $L = 2$ and $K = 1$ and factor $X_1$ has a non symmetric distribution:

\[
\begin{align*}
Y_1 &= \lambda_{11}X_1 + U_1, \\
Y_2 &= \lambda_{21}X_1 + U_2,
\end{align*}
\]

and $\mathbb{E}(X^3_1) \neq 0$. One easily finds:

\[
\begin{align*}
\lambda_{11} &= \sqrt{\frac{\mathbb{E}(Y_1Y_2)\mathbb{E}(Y_1Y_1Y_2)}{\mathbb{E}(Y_1Y_2Y_2)}}, \\
\lambda_{21} &= \sqrt{\frac{\mathbb{E}(Y_1Y_2)\mathbb{E}(Y_1Y_2Y_2)}{\mathbb{E}(Y_1Y_1Y_2)}}.
\end{align*}
\]

Interestingly, the ratio of the two factor loadings is then

\[
\frac{\lambda_{21}}{\lambda_{11}} = \frac{\mathbb{E}(Y_1Y_2Y_2)}{\mathbb{E}(Y_1Y_1Y_2)}.
\]

Replacing expectations by sample means, we obtain a consistent estimator of $\frac{\lambda_{21}}{\lambda_{11}}$ which is the coefficient of the regression $Y_2$ on $Y_1$ with no intercept, by 2SLS, using $Y_1Y_2$ as an instrument for $Y_1$. This is the estimator of the measurement error model that was proposed by Geary (1942). Interestingly, the quasi-JADE estimator that we shall propose in the next section also satisfies equation (31). The estimators introduced in this paper can thus be interpreted as a generalization of Geary’s IV estimator.

### 3 Estimation

We start by discussing the issue of estimating the number of factors.

#### 3.1 Estimating the number of factors $K$

**Estimating $K$ when $K \leq \frac{L(L-1)}{2}$ and all factors are kurtotic.** Assuming that $Q$ is full column rank and that factor variables show kurtosis excess, then matrix $\Omega_Y$ has rank $K$ (see Lemma 1). For any i.i.d. sample, let $\hat{\Omega}_Y$ be the empirical counterpart of $\Omega_Y$, obtained by replacing expectations by sample means. We use the sequential testing procedure developed by Robin and Smith (2000) to estimate the rank of $\Omega_Y$.

---

\[11\text{Robin and Smith's rank test is described in Appendix D.}\]
Monte Carlo simulations show that the rank test, applied to matrix $\Omega_Y$ alone, suffers from substantial size distortions (see the simulations in the next section). Assuming $K \leq L$, the factor structure provides additional rank conditions that can be used to improve the test’s properties. We propose the following refinement.

Consider matrices $\Omega_Y (\ell, m)$ for all $(\ell, m) \in \Delta_{L,2} \ (\ell < m)$. They satisfy the restrictions:

$$\Omega_Y (\ell, m) = \Lambda D_4 \text{diag} (\Lambda_{\ell} \odot \Lambda_m) \Lambda^T.$$ 

Let $w = (w_{1,2}, \ldots, w_{L-1,L})$ be a vector of $\frac{L(L-1)}{2}$ positive weights. Then,

$$\Omega_{Y, w} \equiv \sum_{(\ell, m) \in \Delta_{L,2}} w_{\ell, m} \Omega_Y (\ell, m) = \Lambda D_4 \text{diag} (Q^T w) \Lambda^T. \quad (32)$$

As no column of $Q$ is identically zero, matrix $\Omega_{Y, w}$ has rank $K$ for almost all $w$.

It seems natural to weight cumulant matrices more if they are more precise. We therefore suggest to choose $w_{\ell, m}$ equal to the inverse of the average of asymptotic variances of the components of the empirical estimate $\hat{\Omega}_Y (\ell, m)$ of $\Omega_Y (\ell, m)$. These variances can be computed by standard bootstrap.

**Estimating $K$ when $K \leq L$ and all factors are skewed or kurtotic.** Assuming that $\Lambda$ and $Q$ are full column rank and that factor variables have non zero skewness, then matrix $\Gamma_Y$ has rank $K$ (see Lemma 2). One can thus apply the rank test to any root-$N$ estimator $\hat{\Gamma}_Y$.

More generally, one can use the following version of the rank test, which uses third and fourth-order information of the data. Lemma 2 shows that, assuming that $\Lambda$ and $Q$ are full column rank (so that $K \leq L$) and that each factor distribution is either skewed or kurtotic, matrix $\Xi_Y$ has rank $K$. One can thus test the rank of any root-$N$ consistent estimator $\hat{\Xi}_Y$.

Again, one can refine the test and account for moments’ variability, as matrix

$$\Xi_{Y, w} = \Gamma_Y + \sum_{j=1}^L w_j \Omega_Y (j) = \Lambda \left[ D_3 + D_4 \text{diag} (\Lambda^T w) \right] Q^T$$

has rank $K$, for almost all weight $w = (w_1, \ldots, w_L)^T \in \mathbb{R}^L$.\footnote{This is because the set \[
\{ w \in \mathbb{R}^L, \kappa_3(X_k) + \kappa_4(X_k) \left( \sum_{j=1}^L w_j \lambda_{jk} \right) = 0 \}
\] has measure zero in $\mathbb{R}^L$, for all $k = 1 \ldots K$.} We suggest to set $w_j$ equal to the
average of the variances of the components of $\hat{\Gamma}_Y$ divided by the average of the variances of the components of $\hat{\Omega}_Y (j)$.

### 3.2 Cardoso and Souloumiac’s JADE procedure

Assuming no noise, factor loadings satisfy the following system of matrix equations:

$$
\Omega_Y (\ell, m) = \Lambda D_4 (\ell, m) \Lambda^T, \quad (\ell, m) \in \bar{\Sigma}_{L,2}, \\
\Sigma_Y = \Lambda \Lambda^T,
$$

for diagonal matrices $D_4 (\ell, m)$ (see Section 2.4).

In an influential paper, Cardoso and Souloumiac (1993) propose the following procedure to estimate $\Lambda$ using this system of restrictions.

1. “Whiten” the data, i.e. compute $\tilde{Y} = P^{-1}Y$, where $P$ is a $L \times L$ such that $PP^T = \Sigma_Y$ (for example, a Cholesky decomposition) and $A^-$ is a generalized inverse of $P$, e.g. $P^- = \left[ P^T P \right]^{-1} P^T$.

2. Compute $\Omega_{\tilde{Y}} (\ell, m)$, for all $(\ell, m) \in \bar{\Sigma}_{L,2}$. These matrices satisfy the restrictions:

$$
V^T \Omega_{\tilde{Y}} (\ell, m) V = D_4 (\ell, m),
$$

where $V = P^{-1} \Lambda$ is an orthonormal matrix of dimensions $K$.

3. Compute $V$ as an orthonormal matrix minimizing the sum of squares of the off-diagonal elements of matrices $V^T \Omega_{\tilde{Y}} (\ell, m) V$. Cardoso and Souloumiac (1993) develop a simple and efficient algorithm to perform this optimisation (using Jacobi rotations), that is detailed in Section B of the Appendix.\(^{13}\)

To apply this algorithm on a sample $\{Y_1, ..., Y_N\}$ of i.i.d. observations, replace expectations by sample means. The theoretical restrictions then only hold approximately but the joint diagonalisation algorithm still delivers an orthonormal matrix $\hat{V}$ such that all matrices $\hat{V}^T \hat{\Omega}_{\tilde{Y}} (\ell, m) \hat{V}$ are approximately diagonal. An estimate of $\Lambda$ is then simply obtained as $\hat{\Lambda} = \hat{P} \hat{V}$. Cardoso

\(^{13}\)A MATLAB code of the JADE algorithm is available on Cardoso’s web page: http://www.tsi.enst.fr/~cardoso/Algo/Jade/jadeR.m.
and Souloumiac (1993) call JADE this empirical procedure (Joint Approximate Diagonalisation of Eigenmatrices).

The JADE algorithm has several attractive properties. As it uses all fourth-order cumulants of the data, it is much less sensitive to spectrum degeneracy than single diagonalization algorithms (see Cardoso, 1999). Moreover, the cost to pay for these efficiency gains is reasonable, as Jacobi rotation-based algorithms are fast to converge. Lastly, JADE is equivariant in the sense that changing $Y$ into $WY$, for any invertible matrix $W$, changes $\hat{\Lambda}$ into $W\hat{\Lambda}$.

### 3.3 Asymptotic theory for JADE

As far as we know, there is no derivation of the asymptotic properties of JADE in the ICA literature. This section aims at filling this gap.

To proceed, let $\hat{A}_1, \ldots, \hat{A}_J$ be root-$N$ consistent and asymptotically normal estimators of $J$ symmetric $K \times K$ matrices $A_1, \ldots, A_J$. Construct $\hat{A} = [\hat{A}_1, \ldots, \hat{A}_J]$ and $A = [A_1, \ldots, A_J]$ by concatenation. Let $V_A$ be the asymptotic variance of $N^{1/2} \text{vec}(\hat{A})$. The JADE estimator is

$$\hat{V} = \arg \min_{V \in \mathcal{O}_K} \sum_{j=1}^J \text{off}(V^T \hat{A}_j V),$$

where $\text{off}(M) = \sum_{i \neq j} m_{ij}^2$ and $\mathcal{O}_K$ is the set of orthonormal $K \times K$ matrices.

Assume that there exists $V \in \mathcal{O}_K$ such that, for all $j = 1, \ldots, J$, $V^T A_j V = D_j$, where $D_j$ is the diagonal matrix with diagonal elements $d_{j1}, \ldots, d_{jK}$. Define the $K \times K$ matrices:

$$R(D_j) = \begin{bmatrix} (d_{jk} - d_{jm})^2 & (k, m) \in \{1, \ldots, K\}^2 \end{bmatrix}.$$  

Lastly, let $W$ be the following $K^2 \times JK^2$ matrix:

$$W = [\text{diag}(\text{vec}(R(D_1))), \ldots, \text{diag}(\text{vec}(R(D_J)))] .$$

We show the following result in Appendix C.

**Theorem 7** Assume that $\sum_{j=1}^J (d_{jk} - d_{jm})^2 \neq 0$ for all $k \neq m$. Then

$$N^{1/2} \left(\text{vec}(\hat{V}) - \text{vec}(V)\right) \xrightarrow{L} N(0, \mathbb{V}_V) ,$$

where:

$$\mathbb{V}_V = (I_K \otimes V)W(I_J \otimes V^T \otimes V^T) V_A(I_J \otimes V \otimes V)W^T(I_K \otimes V^T).$$  \hspace{1cm} (36)
Let us consider the particular case of $J = 1$. In this case, (36) yields the well-known expression for the variance-covariance matrix of the eigenvectors of a symmetric matrix (e.g. Anderson, 1963). The diagonal coefficients of matrix $W$ are equal to $1/(d_{1k} - d_{1m})$, for $k \neq m$. The variance of eigenvectors thus increases when two eigenvalues of $A_1$ get close to each other.

In the general case of more than one matrix ($J > 1$), a precise estimation requires $\sum_j(d_{jk} - d_{jm})^2$ not to be close to zero, for all indices $(k, m)$. Now, the larger $J$ and the less likely it is that $d_{jk} = d_{jm}$ for all $j$. Cardoso (1999) already noted that joint diagonalisation algorithms seemed less sensitive to the presence of multiple roots than usual diagonalisation techniques.\(^{14}\)

Theorem 7 allows to better understand the conditions granting a good precision.

Basing identification on fourth-order moments, indices are $j = (\ell, m)$, and matrices $A_j$ and $D_j$ are of the form: $\Omega_Y(\ell, m)$ and $D_4 diag(\Lambda_\ell \otimes \Lambda_m)$, respectively. If there exist $k, k\prime$ such that $d_{jk} = d_{jk\prime}$ for all $j$, it must be that

$$\lambda_{\ell k} \lambda_{mk} \kappa_4(X_k) = \lambda_{\ell k\prime} \lambda_{mk\prime} \kappa_4(X_{k\prime}),$$

for all $\ell, m$. This cannot happen if at most one factor has zero kurtosis excess and the columns of $\Lambda$ are not proportional to each other.

This result is not surprising, as the variance of eigenvector estimators blows up when the model is not identified. Non identification arises in PCA when the variance of the vector of measurements has multiple eigenvalues (there are then obviously many possible choices for a basis of the corresponding eigenspace). In ICA this happens when two columns of the matrix of factor loadings are proportional or when factor distributions lack skewness and/or kurtosis excess. We shall produce Monte-Carlo simulations to illustrate this point.

**Practical remark.** In practice, we do *not* recommend to use formula (36) to compute standard errors. Instead, we suggest to compute standard errors or coverage intervals by standard bootstrap (with appropriate recentring). The reason is that the expression in (36) involves second moments of third and/or fourth-order moments of the data, which are difficult to esti-

\(^{14}\)See also the asymptotic distribution of estimators of common principal components derived by Flury (1984, 1986).
mate precisely. Our simulations show extremely imprecise estimates of matrix $V$, even with very large samples (more than 10,000 observations). In contrast, bootstrap provides good approximations of the true variance-covariance matrix of the JADE estimator.

### 3.4 The quasi-JADE algorithm

The JADE algorithm is only valid if there is no noise ($U = 0$). However, Lemmas 1 and 2 show that the first four moments of error variables can be estimated independently of factor loadings. Given error moments, one can then apply JADE.

We call quasi-JADE the following procedure.

1. Estimate matrices $C$ and/or $\overline{C}$ of Lemmas 1 and 2. These matrices are easily obtained by Singular Value Decomposition of matrices $\Omega_Y$ and $\Xi_Y$.

2. Estimate error variances $\text{Var}(U_\ell)$, third-order cumulants $\kappa_3(U_\ell)$ and/or fourth-order cumulants $\kappa_4(U_\ell)$ using the restrictions in Lemmas 1 and 2. One should impose the non-negativity of error variances, as well as the positive semi-definiteness of matrix $\Sigma_Y - \Sigma_U$.

3. Proceed to the joint diagonalisation (i.e. steps 2 and 3 of the JADE algorithm) of matrices $P^T \left[ \Gamma_Y (\ell) - \kappa_3(U_\ell) \text{Sp}_{L,\ell} \right] P^{-1}$ and/or $P^T \left[ \Omega_Y (\ell, m) - \delta_{\ell m} \kappa_4(U_\ell) \text{Sp}_{L,\ell} \right] P^{-1}$, where $P$ is a full column rank $L \times K$ matrix such that $\Sigma_Y - \Sigma_U = PP^T$. We suggest to compute $P$ as the first $K$ columns of the Cholesky decomposition of matrix $\Sigma_Y - \Sigma_U$. Let $V$ be the orthonormal matrix of joint eigenvectors. Then $\Lambda = PV$.

4. Estimate factor cumulants $\kappa_3(X_k)$ and $\kappa_4(X)$ by OLS from restrictions:

$$[V^T P^{-1} \left[ \Gamma_Y (\ell) - \kappa_3(U_\ell) \text{Sp}_{L,\ell} \right] P^{-1} V]_{k,k} = \lambda_{kk} \kappa_3(X_k),$$

$$[V^T P^{-1} \left[ \Omega_Y (\ell, m) - \delta_{\ell m} \kappa_4(U_\ell) \text{Sp}_{L,\ell} \right] P^{-1} V]_{k,k} = \lambda_{kk} \lambda_{mk} \kappa_4(X_k),$$

where $[A]_{i,j}$ denotes the $(i, j)$ entry of matrix $A$.

Quasi-JADE is only marginally more complicated to implement than JADE, and is almost as fast to converge. However, allowing for errors has a cost. Whereas JADE is equivariant,
quasi-JADE is only *scale-invariant* in the sense that changing measurement units – that is, $Y$ into $DY$, for any invertible diagonal matrix $D$ – changes the estimate $\hat{\Lambda}$ into $D\hat{\Lambda}$ exactly (as it changes theoretically $\Lambda$ into $DA$).

**Efficiency improvements.** As the original JADE algorithm, quasi-JADE is obviously not efficient. First, it operates a sequence of minimum distance estimations instead of estimating all parameters jointly. Second, it does not use the optimal metric in these minimum distance problems. Third, it does not use all the structural moment restrictions. For example, the diagonal matrices $D_4(\ell,m)$ in (12) are related to $\Lambda$ but we do not use this restriction.

A natural alternative to our approach would be to use all cumulant restrictions (8)-(10)-(12) in estimation. However, these restrictions are highly nonlinear polynomial equations, which are difficult to solve using standard gradient algorithms or any other general-purpose solving technique. We shall make this point more precise in the simulation section. Second, there is considerable evidence that the optimal metric does not outperform the identity metric in finite samples (see Altonji and Segal, 1994, 1996).

Nevertheless, there is scope for efficiency improvements. For instance, one can use Generalised Least Squares instead of OLS to estimate error cumulants in Step 2 of the algorithm. Likewise, one can weight the matrices to diagonalise in Step 3. Weights can be some measure of estimation precision, as outlined in 3.1. In simulations, we found that this method yielded little efficiency gains. On real data, however, we found slightly different results that we shall present in section 5. Note that this weighting procedure is *ad hoc*. Issues regarding the optimal weighting of cumulant matrices, based on asymptotic results such as (36), are left for future research.

### 4 Monte-Carlo simulations

In this section, we study the finite-sample properties of our estimators by numerical simulations. We first consider the estimation of $\Lambda$ given the true value of $K$, the number of factors. Then, we present simulations for estimating $K$. 


Table 1: Quasi-JADE based on the 2nd, 3rd and 4th moment restrictions of Lemma 1 (log-normal factors, standard normal errors, $\Lambda = \Lambda_1$)

### 4.1 Estimation of factor loadings

Table 1 presents the results of 1000 simulations of the model with centred and standardised log-normal factors, standard normal errors and $\Lambda$ equal to

$$\Lambda_1 = \begin{pmatrix} 2 & 1 & 1 \\ 1 & 2 & 1 \\ 1 & 1 & 2 \end{pmatrix}.$$

Results are given for various sample sizes $N$. Monte Carlo standard deviations of estimates are given between brackets. Estimation is based on all second, third and fourth-order moments of the data and uses the restrictions of Lemma 1.

Table 1 shows some evidence of finite sample bias. However, in general the bias is small and rapidly decreases as $N$ increases. By comparison, small sample biases are much larger and convergence is much slower for empirical cumulants. Table 2 shows the means and standard deviations of the empirical skewness and kurtosis of a standardised log-normal variate, for various sample sizes.\(^{16}\) The striking contrast between Tables 1 and 2 suggests that our algorithm does a good job at extracting the relevant information from higher-order moments of the data, while being relatively immune to the imprecision of their estimation in finite samples.

We then study the robustness of our algorithm to the magnitude of the noise. In Table 3, we compare the performance of quasi-JADE to standard JADE. We run the simulations with normal errors, log-normal factors, a sample size of $N = 1000$ and $\Lambda = \Lambda_1$. The standard

\(^{16}\)Means and variances were computed from 1000 independent drawings, for each sample size $N$. **Table 1:** Quasi-JADE based on the 2nd, 3rd and 4th moment restrictions of Lemma 1 (log-normal factors, standard normal errors, $\Lambda = \Lambda_1$)

<table>
<thead>
<tr>
<th>$N$</th>
<th>500</th>
<th>1000</th>
<th>5000</th>
<th>10000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_{11}$</td>
<td>2.03 (.28)</td>
<td>2.03 (.17)</td>
<td>2.01 (.09)</td>
<td>2.01 (.06)</td>
</tr>
<tr>
<td>$\lambda_{12}$</td>
<td>.95 (.23)</td>
<td>.99 (.14)</td>
<td>1.00 (.07)</td>
<td>1.00 (.05)</td>
</tr>
<tr>
<td>$\lambda_{13}$</td>
<td>.95 (.23)</td>
<td>.99 (.15)</td>
<td>.99 (.07)</td>
<td>1.00 (.05)</td>
</tr>
<tr>
<td>$\lambda_{12}$</td>
<td>.95 (.23)</td>
<td>.98 (.15)</td>
<td>1.00 (.06)</td>
<td>1.00 (.05)</td>
</tr>
<tr>
<td>$\lambda_{13}$</td>
<td>2.05 (.27)</td>
<td>2.03 (.19)</td>
<td>2.01 (.08)</td>
<td>2.01 (.07)</td>
</tr>
<tr>
<td>$\lambda_{13}$</td>
<td>.97 (.23)</td>
<td>.98 (.17)</td>
<td>1.00 (.06)</td>
<td>1.00 (.05)</td>
</tr>
<tr>
<td>$\lambda_{13}$</td>
<td>.97 (.23)</td>
<td>.98 (.15)</td>
<td>.99 (.06)</td>
<td>1.00 (.05)</td>
</tr>
<tr>
<td>$\lambda_{13}$</td>
<td>.97 (.23)</td>
<td>.98 (.16)</td>
<td>1.00 (.06)</td>
<td>1.00 (.05)</td>
</tr>
<tr>
<td>$\lambda_{32}$</td>
<td>2.06 (.27)</td>
<td>2.02 (.19)</td>
<td>2.01 (.09)</td>
<td>2.00 (.05)</td>
</tr>
<tr>
<td>$\var(U_1)$</td>
<td>.77 (.59)</td>
<td>.87 (.43)</td>
<td>.96 (.20)</td>
<td>.98 (.16)</td>
</tr>
<tr>
<td>$\var(U_2)$</td>
<td>.76 (.57)</td>
<td>.87 (.43)</td>
<td>.96 (.20)</td>
<td>.98 (.17)</td>
</tr>
<tr>
<td>$\var(U_3)$</td>
<td>.74 (.56)</td>
<td>.86 (.42)</td>
<td>.96 (.20)</td>
<td>.98 (.16)</td>
</tr>
</tbody>
</table>
deviation of errors can take four values: 0.1, 0.5, 1 and 2. We see that the performances of quasi-JADE deteriorate as the signal-to-noise ratio decreases. However, the bias remains limited even for rather large error variances. By comparison, JADE bears much larger biases. In particular, while our quasi-JADE algorithm yields consistent estimates of factor loadings, the inconsistency of ordinary (noise-free) ICA is severe, even when the magnitude of the error variances is not especially large (for example for a variance of one; which here implies that \( \text{Var}(U_t)/\text{Var}(Y_t) = 20\% \)).

Next, we compare these results with Minimum Distance based on the complete set of moment restrictions. The estimation is based on second and fourth-order restrictions:

\[
\begin{align*}
\Sigma_Y &= \Lambda\Lambda^T + \Sigma_U, \\
\Omega_Y &= \overline{Q}D_4Q^T,
\end{align*}
\]

where \( \Omega_Y \) is the \( 6 \times 3 \) matrix of fourth-order cumulants of \( Y \) given by (16) and where \( Q \) and \( \overline{Q} \) depend on \( \Lambda \).

In all the simulations that we performed, Full Minimum Distance proved to be highly unstable. Maximisation with respect to the whole set of parameters \((\Lambda, \Sigma_U, D_4)\) converged (numerically) in none of the cases that we considered. To obtain a more stable algorithm, admittedly at the cost of lower efficiency, we treated the coefficients of \( D_4 \) as nuisance parameters. Precisely, we minimised the Minimum Distance norm, evaluated at \((\Lambda, \Sigma_U, D_4(\Lambda))\), with respect to \((\Lambda, \Sigma_U)\) alone and where \( D_4(\Lambda) \) is such that

\[
\text{vec} \left[ D_4(\Lambda) \right] = (Q \otimes \overline{Q})^{-1} \text{vec}(\Omega_Y).
\]

Note that using the optimal metric to estimate \( D_4(\Lambda) \) from restriction \( \Omega_Y = QD_4\overline{Q}^T \) given \( \Lambda \) yielded even greater instability. Incorporating third-order moment restrictions into the algorithm had the same effect.

Table 4 presents simulation results with log-normal factors, normal errors and \( \Lambda = \Lambda_1 \).
<table>
<thead>
<tr>
<th></th>
<th>Var($U_1$)</th>
<th>.01</th>
<th>.25</th>
<th>1</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>JADE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda_{11}$</td>
<td>2.00 (.07)</td>
<td>2.11 (.08)</td>
<td>2.36 (.12)</td>
<td>2.81 (.46)</td>
<td></td>
</tr>
<tr>
<td>$\lambda_{21}$</td>
<td>1.00 (.11)</td>
<td>1.00 (.12)</td>
<td>.95 (.24)</td>
<td>.72 (.86)</td>
<td></td>
</tr>
<tr>
<td>$\lambda_{31}$</td>
<td>1.00 (.11)</td>
<td>1.03 (.14)</td>
<td>1.08 (.22)</td>
<td>1.05 (.77)</td>
<td></td>
</tr>
<tr>
<td>$\lambda_{12}$</td>
<td>1.00 (.11)</td>
<td>1.00 (.12)</td>
<td>.97 (.24)</td>
<td>.78 (.86)</td>
<td></td>
</tr>
<tr>
<td>$\lambda_{22}$</td>
<td>2.00 (.07)</td>
<td>2.11 (.07)</td>
<td>2.37 (.12)</td>
<td>2.86 (.32)</td>
<td></td>
</tr>
<tr>
<td>$\lambda_{32}$</td>
<td>1.00 (.12)</td>
<td>1.03 (.13)</td>
<td>1.08 (.22)</td>
<td>1.08 (.76)</td>
<td></td>
</tr>
<tr>
<td>$\lambda_{13}$</td>
<td>1.00 (.11)</td>
<td>.87 (.13)</td>
<td>.61 (.20)</td>
<td>.16 (.69)</td>
<td></td>
</tr>
<tr>
<td>$\lambda_{23}$</td>
<td>1.00 (.11)</td>
<td>.87 (.12)</td>
<td>.62 (.20)</td>
<td>.15 (.67)</td>
<td></td>
</tr>
<tr>
<td>$\lambda_{33}$</td>
<td>2.00 (.08)</td>
<td>2.02 (.09)</td>
<td>2.13 (.16)</td>
<td>2.52 (.43)</td>
<td></td>
</tr>
<tr>
<td>quasi-JADE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda_{11}$</td>
<td>1.98 (.12)</td>
<td>2.01 (.13)</td>
<td>2.03 (.17)</td>
<td>2.02 (.44)</td>
<td></td>
</tr>
<tr>
<td>$\lambda_{21}$</td>
<td>1.00 (.15)</td>
<td>.99 (.12)</td>
<td>.99 (.14)</td>
<td>.95 (.31)</td>
<td></td>
</tr>
<tr>
<td>$\lambda_{31}$</td>
<td>1.00 (.16)</td>
<td>.99 (.13)</td>
<td>.99 (.15)</td>
<td>.95 (.32)</td>
<td></td>
</tr>
<tr>
<td>$\lambda_{12}$</td>
<td>1.00 (.16)</td>
<td>.99 (.13)</td>
<td>.98 (.15)</td>
<td>.97 (.33)</td>
<td></td>
</tr>
<tr>
<td>$\lambda_{22}$</td>
<td>1.97 (.11)</td>
<td>2.02 (.11)</td>
<td>2.03 (.19)</td>
<td>2.02 (.41)</td>
<td></td>
</tr>
<tr>
<td>$\lambda_{32}$</td>
<td>.99 (.16)</td>
<td>.99 (.13)</td>
<td>.98 (.17)</td>
<td>.97 (.32)</td>
<td></td>
</tr>
<tr>
<td>$\lambda_{13}$</td>
<td>1.00 (.16)</td>
<td>1.00 (.14)</td>
<td>.98 (.15)</td>
<td>.96 (.32)</td>
<td></td>
</tr>
<tr>
<td>$\lambda_{23}$</td>
<td>1.00 (.16)</td>
<td>1.00 (.13)</td>
<td>.98 (.16)</td>
<td>.96 (.32)</td>
<td></td>
</tr>
<tr>
<td>$\lambda_{33}$</td>
<td>1.98 (.11)</td>
<td>2.02 (.11)</td>
<td>2.02 (.19)</td>
<td>2.01 (.42)</td>
<td></td>
</tr>
<tr>
<td>Var($U_1$)</td>
<td>.04 (.11)</td>
<td>.18 (.22)</td>
<td>.87 (.43)</td>
<td>3.77 (.98)</td>
<td></td>
</tr>
<tr>
<td>Var($U_2$)</td>
<td>.04 (.11)</td>
<td>.17 (.23)</td>
<td>.87 (.43)</td>
<td>3.77 (.94)</td>
<td></td>
</tr>
<tr>
<td>Var($U_3$)</td>
<td>.04 (.11)</td>
<td>.17 (.22)</td>
<td>.86 (.42)</td>
<td>3.77 (.97)</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Robustness to noise of JADE and quasi-JADE (log-normal factors, standard normal errors, $N = 1000$, $\Lambda = \Lambda_1$)
<table>
<thead>
<tr>
<th>Var($U_i$)</th>
<th>.01</th>
<th>.25</th>
<th>1</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_{11}$</td>
<td>2.03 (.12)</td>
<td>2.04 (.14)</td>
<td>2.04 (.17)</td>
<td>2.02 (.43)</td>
</tr>
<tr>
<td>$\lambda_{21}$</td>
<td>.98 (.10)</td>
<td>.98 (.10)</td>
<td>.98 (.12)</td>
<td>.97 (.28)</td>
</tr>
<tr>
<td>$\lambda_{31}$</td>
<td>.98 (.10)</td>
<td>.98 (.11)</td>
<td>.99 (.13)</td>
<td>.98 (.28)</td>
</tr>
<tr>
<td>$\lambda_{12}$</td>
<td>.99 (.10)</td>
<td>.99 (.11)</td>
<td>.99 (.13)</td>
<td>.96 (.26)</td>
</tr>
<tr>
<td>$\lambda_{22}$</td>
<td>2.04 (.13)</td>
<td>2.04 (.12)</td>
<td>2.03 (.17)</td>
<td>2.04 (.44)</td>
</tr>
<tr>
<td>$\lambda_{32}$</td>
<td>.99 (.10)</td>
<td>.99 (.11)</td>
<td>.98 (.13)</td>
<td>.96 (.27)</td>
</tr>
<tr>
<td>$\lambda_{13}$</td>
<td>.99 (.11)</td>
<td>.98 (.11)</td>
<td>.98 (.13)</td>
<td>.96 (.28)</td>
</tr>
<tr>
<td>$\lambda_{23}$</td>
<td>.98 (.10)</td>
<td>.99 (.10)</td>
<td>.99 (.13)</td>
<td>.95 (.27)</td>
</tr>
<tr>
<td>$\lambda_{33}$</td>
<td>2.04 (.13)</td>
<td>2.04 (.13)</td>
<td>2.03 (.18)</td>
<td>2.00 (.42)</td>
</tr>
<tr>
<td>Var($U_1$)</td>
<td>-.09 (.32)</td>
<td>.11 (.37)</td>
<td>.86 (.44)</td>
<td>3.75 (1.28)</td>
</tr>
<tr>
<td>Var($U_2$)</td>
<td>-.11 (.33)</td>
<td>.11 (.34)</td>
<td>.87 (.42)</td>
<td>3.63 (2.27)</td>
</tr>
<tr>
<td>Var($U_3$)</td>
<td>-.12 (.34)</td>
<td>.12 (.35)</td>
<td>.88 (.45)</td>
<td>3.78 (1.09)</td>
</tr>
<tr>
<td>% convergence</td>
<td>99.9%</td>
<td>100.0%</td>
<td>99.8%</td>
<td>84.3%</td>
</tr>
</tbody>
</table>

Table 4: Minimum Distance estimator based on 2nd and 4th order moments ($K = 3$, log-normal factors, normal errors, $V(U) = .25$)

Results are presented conditional on numerical convergence. Starting values were chosen equal to the true parameters. First, we find that, conditional on numerical convergence, Full Minimum Distance is slightly more efficient than our algorithm in finite sample. This result was to be expected, as our algorithm uses only a subset of the moment conditions implied by the factor model. However, the difference in variances is not large, especially when looking at factor loadings. Second, this efficiency gain is obtained at two costs. The first one is numerical instability, which is illustrated by the final row of Table 4. When error variances are larger ($\text{Var}(U_i) = 4$), maximisation failed to converge in 157 cases out of 1000. The second cost is computing time, which increases rapidly with the number of factors.

Next, we investigate the sensitivity of our algorithm to the amount of factor kurtosis. The sample size is $N = 1000$. Errors are standard normal variables. To vary the kurtosis, we generate factors as mixtures of two independent normals. Let $W_1 \sim N(0, 1/2)$, and let $\rho \in [0, 1]$. Define $W_2 \sim N(0, (2 - \rho)/(2 - 2\rho))$, independent of $W_1$. Then, it is straightforward to see that $X$, defined as $W_1$ with probability $\rho$ and $W_2$ with probability $1 - \rho$, has variance one and its kurtosis excess is $\kappa_4(\rho) = 3\rho/(4(1 - \rho))$. Table 5 displays Monte Carlo simulation results for values of $\rho$ yielding kurtosis equal to $\frac{1}{2}$, 2, 5, 10 and 100. In the first column of Table 5, we report

---

$^{17}$We declared numerical convergence achieved when the gradient of the GMM criterion was inferior to $10^{-3}$ in absolute value after 5000 GMM iterations.
<table>
<thead>
<tr>
<th>$\rho$</th>
<th>Uniform</th>
<th>2/5</th>
<th>4/7</th>
<th>20/23</th>
<th>40/43</th>
<th>400/403</th>
<th>(Lognormal)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa_4$</td>
<td>-6/5</td>
<td>1/2</td>
<td>1</td>
<td>5</td>
<td>10</td>
<td>100</td>
<td>≈110</td>
</tr>
<tr>
<td>$\lambda_{11}$</td>
<td>1.94 (.48)</td>
<td>1.66 (.78)</td>
<td>1.76 (.74)</td>
<td>2.03 (.33)</td>
<td>2.01 (.26)</td>
<td>2.01 (.19)</td>
<td>2.03 (.20)</td>
</tr>
<tr>
<td>$\lambda_{21}$</td>
<td>.91 (.48)</td>
<td>.97 (.71)</td>
<td>.94 (.63)</td>
<td>.97 (.30)</td>
<td>.98 (.21)</td>
<td>.99 (.16)</td>
<td>.98 (.15)</td>
</tr>
<tr>
<td>$\lambda_{31}$</td>
<td>.92 (.48)</td>
<td>1.00 (.69)</td>
<td>.96 (.65)</td>
<td>.97 (.29)</td>
<td>.97 (.21)</td>
<td>.98 (.17)</td>
<td>.98 (.16)</td>
</tr>
<tr>
<td>$\lambda_{12}$</td>
<td>.97 (.49)</td>
<td>1.00 (.71)</td>
<td>.98 (.65)</td>
<td>.96 (.30)</td>
<td>.98 (.21)</td>
<td>.99 (.19)</td>
<td>.98 (.16)</td>
</tr>
<tr>
<td>$\lambda_{22}$</td>
<td>1.98 (.44)</td>
<td>1.71 (.69)</td>
<td>1.83 (.64)</td>
<td>2.02 (.35)</td>
<td>2.02 (.26)</td>
<td>2.01 (.18)</td>
<td>2.03 (.18)</td>
</tr>
<tr>
<td>$\lambda_{32}$</td>
<td>.98 (.49)</td>
<td>1.00 (.72)</td>
<td>.95 (.66)</td>
<td>.97 (.30)</td>
<td>.98 (.20)</td>
<td>.99 (.18)</td>
<td>.98 (.16)</td>
</tr>
<tr>
<td>$\lambda_{13}$</td>
<td>.96 (.49)</td>
<td>1.12 (.74)</td>
<td>1.05 (.70)</td>
<td>.97 (.29)</td>
<td>.99 (.20)</td>
<td>.99 (.17)</td>
<td>.98 (.15)</td>
</tr>
<tr>
<td>$\lambda_{23}$</td>
<td>.94 (.49)</td>
<td>1.12 (.75)</td>
<td>1.05 (.69)</td>
<td>.97 (.29)</td>
<td>.98 (.19)</td>
<td>.99 (.18)</td>
<td>.98 (.15)</td>
</tr>
<tr>
<td>$\lambda_{33}$</td>
<td>1.97 (.43)</td>
<td>1.83 (.57)</td>
<td>1.89 (.56)</td>
<td>2.03 (.32)</td>
<td>2.03 (.25)</td>
<td>2.02 (.18)</td>
<td>2.03 (.20)</td>
</tr>
<tr>
<td>$\text{Var}(U_1)$</td>
<td>.71 (.65)</td>
<td>.92 (.84)</td>
<td>.76 (.79)</td>
<td>.77 (.63)</td>
<td>.88 (.53)</td>
<td>.92 (.40)</td>
<td>.86 (.44)</td>
</tr>
<tr>
<td>$\text{Var}(U_2)$</td>
<td>.75 (.65)</td>
<td>.89 (.83)</td>
<td>.69 (.78)</td>
<td>.75 (.64)</td>
<td>.83 (.55)</td>
<td>.93 (.40)</td>
<td>.87 (.43)</td>
</tr>
<tr>
<td>$\text{Var}(U_3)$</td>
<td>.74 (.66)</td>
<td>.93 (.82)</td>
<td>.76 (.80)</td>
<td>.77 (.64)</td>
<td>.84 (.53)</td>
<td>.91 (.40)</td>
<td>.86 (.44)</td>
</tr>
</tbody>
</table>

Table 5: Quasi-JADE with factors of increasing kurtosis (factors are normal mixtures, standard normal errors, $N = 1000$, $\Lambda = \Lambda_1$)

the results corresponding to factors following a (standardised) uniform distribution over $[-1, 1]$.

The uniform distribution is platykurtic, with $\kappa_4 = -6/5$. The last column shows the results for (standardised) log-normal factors, the kurtosis excess of which is equal to $e^4 + 2e^3 + 3e^2 - 6 \approx 110$.

Overall, we find that the impact of kurtosis on the performance of the algorithm is far from negligible. The closer the kurtosis excess is to zero, the greater the estimator’s bias and the lower its precision.

We now set $K < L$ and compare the quasi-JADE procedures based on the restrictions of Lemma 1 and 2. The estimator based on the restrictions of Lemma 1 uses all second, third and fourth-order moment restrictions while the estimator based on the restrictions of Lemma 2 only uses second and third-order moments and assumes that all factors are skewed. Table 6 reports simulations with log-normal factors, standard normal errors with variance 1, and matrix $\Lambda$ is equal to:

$$
\Lambda_2 \equiv \begin{pmatrix}
2 & 1 \\
1 & 2 \\
1 & 1
\end{pmatrix}.
$$

Table 6 shows, quite surprisingly, that fourth-order moments yield rather small additional efficiency gains. This illustrative table suggests that an algorithm based on third-order moments only could do well in practice, provided that there is enough skewness in the data. On the other hand, adding moment restrictions (and there can be a lot of fourth-order moment restrictions)
<table>
<thead>
<tr>
<th>$N$</th>
<th>Cumulants</th>
<th>500</th>
<th>2,3</th>
<th>2,3</th>
<th>1000</th>
<th>1000</th>
<th>2,3</th>
<th>2,3</th>
<th>5000</th>
<th>5000</th>
<th>2,3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_{11}$</td>
<td>1.95 (.28)</td>
<td>1.93 (.32)</td>
<td>1.98 (.19)</td>
<td>1.97 (.24)</td>
<td>2.00 (.08)</td>
<td>2.00 (.08)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda_{21}$</td>
<td>1.96 (.30)</td>
<td>1.91 (.37)</td>
<td>1.99 (.16)</td>
<td>1.96 (.23)</td>
<td>1.00 (.09)</td>
<td>2.00 (.05)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda_{31}$</td>
<td>.97 (.23)</td>
<td>.98 (.25)</td>
<td>.98 (.17)</td>
<td>.98 (.20)</td>
<td>1.00 (.08)</td>
<td>1.00 (.08)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda_{12}$</td>
<td>2.02 (.24)</td>
<td>2.03 (.27)</td>
<td>2.01 (.17)</td>
<td>2.01 (.20)</td>
<td>1.00 (.08)</td>
<td>2.00 (.08)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda_{22}$</td>
<td>1.02 (.28)</td>
<td>1.05 (.32)</td>
<td>1.00 (.18)</td>
<td>1.02 (.22)</td>
<td>2.00 (.09)</td>
<td>1.00 (.08)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda_{32}$</td>
<td>2.01 (.12)</td>
<td>1.99 (.14)</td>
<td>2.01 (.10)</td>
<td>2.00 (.11)</td>
<td>1.00 (.05)</td>
<td>2.00 (.05)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Var($U_1$)</td>
<td>.98 (.21)</td>
<td>1.01 (.16)</td>
<td>.98 (.15)</td>
<td>1.00 (.13)</td>
<td>.97 (.09)</td>
<td>1.00 (.06)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Var($U_2$)</td>
<td>.94 (.21)</td>
<td>.99 (.20)</td>
<td>.96 (.15)</td>
<td>1.00 (.15)</td>
<td>.97 (.08)</td>
<td>1.00 (.07)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Var($U_3$)</td>
<td>.94 (.22)</td>
<td>1.00 (.20)</td>
<td>.96 (.15)</td>
<td>1.00 (.15)</td>
<td>.98 (.09)</td>
<td>1.00 (.07)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6: Comparing the two quasi-JADE algorithms based on Lemma 1 and 2 (log-normal factors, standard normal errors, $\Lambda = \Lambda_2$)

does not seem to increase the bias, which is reassuring.

Lastly, we investigate the finite-sample performance of our algorithm when the number of measurements and factors increases. Table 7 illustrates the cases $L = K = 5$ and $L = K = 10$, respectively. In both cases, $\Lambda$ has entries equal to 2 everywhere on the diagonal, and equal to one everywhere else. We only report the estimates of the first column of $\Lambda$ and the variance of the first error, the other estimates being qualitatively similar. These simulations show that the performances of our algorithm are only moderately damped by the number of factors/measurements. We view this as quite remarkable a result as a hundred of factor loadings is certainly a significant number of parameters to estimate given that no explanatory variable is observed. In comparison, the Minimum Distance algorithm discussed above turned out to be infeasible in practice for $L$ as low as five, the computing time becoming prohibitive.

4.2 Estimation of the number of factors

We here report a Monte-Carlo study of the rank tests detailed in 3.1.

We first compute the empirical size of the test based on matrix $\Omega_Y$ for various values of factor kurtosis. The simulation scheme is the same as for the results reported in Table 5. The true value of $\Lambda$ is $\Lambda_2$ (as in (37)) and we test $K = 2$ against $K = 3$.

Table 8 shows substantial size distortion. This especially happens when the kurtosis excess is low (in absolute value) – that is, when fourth-order cumulants contain very little information on the factor structure – or large – that is, when fourth-order moments are imprecisely estimated.
Table 7: Increasing the number of factors and measurements (log-normal factors, standard normal errors)

<table>
<thead>
<tr>
<th>N</th>
<th>( L = K = 5 )</th>
<th>( L = K = 10 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>500</td>
<td>1000</td>
</tr>
<tr>
<td>( \lambda_{11} )</td>
<td>2.06 (.41)</td>
<td>2.03 (.28)</td>
</tr>
<tr>
<td>( \lambda_{21} )</td>
<td>.95 (.35)</td>
<td>.98 (.25)</td>
</tr>
<tr>
<td>( \lambda_{31} )</td>
<td>.95 (.34)</td>
<td>.98 (.24)</td>
</tr>
<tr>
<td>( \lambda_{41} )</td>
<td>.95 (.35)</td>
<td>.98 (.24)</td>
</tr>
<tr>
<td>( \lambda_{51} )</td>
<td>.95 (.34)</td>
<td>.98 (.24)</td>
</tr>
<tr>
<td>( \lambda_{61} )</td>
<td>.88 (.54)</td>
<td>.91 (.43)</td>
</tr>
<tr>
<td>( \lambda_{71} )</td>
<td>.88 (.52)</td>
<td>.90 (.44)</td>
</tr>
<tr>
<td>( \lambda_{81} )</td>
<td>.88 (.52)</td>
<td>.89 (.44)</td>
</tr>
<tr>
<td>( \lambda_{91} )</td>
<td>.40 (.55)</td>
<td>.49 (.53)</td>
</tr>
<tr>
<td>( \text{Var}(U_1) )</td>
<td>.58 (.56)</td>
<td>.81 (.44)</td>
</tr>
</tbody>
</table>

Table 8: Size of the rank test based on \( \Omega_Y \) for increasing kurtosis (factors of normal mixtures, errors are Gaussian, \( N = 1000, \Lambda = \Lambda_2 \))

<table>
<thead>
<tr>
<th>( \rho )</th>
<th>( \kappa_4(\rho) )</th>
<th>-6/5</th>
<th>1/2</th>
<th>1</th>
<th>5</th>
<th>10</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha = .10 )</td>
<td>.90</td>
<td>.73</td>
<td>.82</td>
<td>.87</td>
<td>.85</td>
<td>.62</td>
<td></td>
</tr>
<tr>
<td>( \alpha = .20 )</td>
<td>.79</td>
<td>.57</td>
<td>.67</td>
<td>.74</td>
<td>.69</td>
<td>.43</td>
<td></td>
</tr>
<tr>
<td>( \alpha = .30 )</td>
<td>.67</td>
<td>.44</td>
<td>.54</td>
<td>.61</td>
<td>.57</td>
<td>.29</td>
<td></td>
</tr>
<tr>
<td>( \alpha = .40 )</td>
<td>.58</td>
<td>.33</td>
<td>.42</td>
<td>.50</td>
<td>.45</td>
<td>.19</td>
<td></td>
</tr>
<tr>
<td>( \alpha = .50 )</td>
<td>.47</td>
<td>.24</td>
<td>.32</td>
<td>.40</td>
<td>.35</td>
<td>.11</td>
<td></td>
</tr>
<tr>
<td>( \alpha = .60 )</td>
<td>.37</td>
<td>.16</td>
<td>.22</td>
<td>.32</td>
<td>.26</td>
<td>.05</td>
<td></td>
</tr>
<tr>
<td>( \alpha = .70 )</td>
<td>.27</td>
<td>.10</td>
<td>.13</td>
<td>.24</td>
<td>.19</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td>( \alpha = .80 )</td>
<td>.20</td>
<td>.05</td>
<td>.08</td>
<td>.15</td>
<td>.11</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>( \alpha = .90 )</td>
<td>.10</td>
<td>.02</td>
<td>.04</td>
<td>.06</td>
<td>.04</td>
<td>.00</td>
<td></td>
</tr>
</tbody>
</table>
However, for reasonable values of kurtosis excess (less than a few tens),\textsuperscript{18} the risk of unvalueing the number of factors exists but remains limited.

Fourth-order moments of unbounded distributions are imprecisely estimated because there is a non negligible probability of drawing values that are much higher than the mode of the distribution, around which most of the distribution is concentrated (peakedness). For the lognormal distribution, for example, drawing one very large value displaces the fourth-order moment to the right of its theoretical value. However, the lognormal distribution is positively skewed and there is thus a bigger probability of drawing small values, so that most of the time the fourth-order moment is underestimated. Since an excessively long tail yields imprecise estimates of higher-order moments, one may be willing to trade a bit of bias against increased precision. We thus experimented with trimming and effectively found that a certain amount of trimming (of measurement variables) improved the size of the test, but too much trimming deteriorated it. As it is impossible to say what is the “optimal” amount of trimming without knowing the model, data trimming is hardly advisable in practice.

In Section 3.1, we proposed to improve the size properties of the rank test by considering a weighted average of cumulant matrices $\Omega_Y (\ell, m)$ – i.e. $\Omega_{Y,w}$ in equation (32) – instead of $\Omega_Y$. Table 9 provides a comparison of rank tests based on different cumulant matrices. We focus on the most difficult case of log-normal factors, normal errors and a sample size of 1000. The first column reports the size of the rank test based on $\Omega_Y$, the second column corresponds to matrix $\Omega_{Y,w}$, and the third and last column refers to matrix $\Gamma_Y$ (third-order cumulants). The weighting scheme definitely improves the size of the test of $K = 2$ against $K = 3$. However, the rank test still underrejects noticeably, in particular when the theoretical probability of rejection is low. Finally, third-order moments are more precisely estimated and, consequently, the empirical size of the rank test based on $\Gamma_Y$ is close to the nominal size (third column).

This confirms that applying the characteristic root test to matrices of higher-order cumulants

\textsuperscript{18}Financial data are certainly the most kurtotic economic data. The S&P 500 daily returns for 1986 to 1996 have an extremely high kurtosis of about 111. This can be ascribed to the October 1987 stock market crash (Duffie and Pan, 1997). However, between January 1969-December 2004, Lin and Hung (2005), report, for daily 1-, 30-, 100- and 300-day return data on the S&P 500 index, kurtosis values of 36.02, 5.80, 3.77 and 2.99.
Matrix
\[ \begin{align*}
\begin{array}{cccc}
\alpha = .10 & .56 & .87 & .90 \\
\alpha = .20 & .34 & .71 & .79 \\
\alpha = .30 & .20 & .56 & .69 \\
\alpha = .40 & .12 & .44 & .58 \\
\alpha = .50 & .08 & .32 & .48 \\
\alpha = .60 & .05 & .21 & .38 \\
\alpha = .70 & .02 & .13 & .29 \\
\alpha = .80 & .01 & .06 & .16 \\
\alpha = .90 & .00 & .01 & .07 \\
\end{array}
\end{align*}
\]

Table 9: Size of the rank test applied to various matrices: \( \Omega_Y, \sum_{\ell < m} w_{\ell m} \Omega_Y (\ell, m) \) and \( \Gamma_Y \)
(log-normal factors, standard normal errors, \( N = 1000, \Lambda = \Lambda_2 \))

\[ \begin{align*}
\begin{array}{cccccccc}
\rho \kappa_4(\rho) & - & \frac{2}{5} & 1/2 & 1 & 1/5 & 10 & 100 \\
\alpha = .10 & .99 & .81 & .81 & 1.00 & 1.00 & .89 \\
\alpha = .20 & .99 & .63 & .66 & 1.00 & 1.00 & .80 \\
\alpha = .30 & .98 & .68 & .51 & .99 & 1.00 & .72 \\
\alpha = .40 & .97 & .36 & .39 & .99 & 1.00 & .64 \\
\alpha = .50 & .96 & .26 & .29 & .98 & .99 & .56 \\
\alpha = .60 & .94 & .18 & .22 & .96 & .98 & .47 \\
\alpha = .70 & .93 & .11 & .16 & .92 & .96 & .35 \\
\alpha = .80 & .89 & .06 & .10 & .86 & .90 & .22 \\
\alpha = .90 & .83 & .02 & .04 & .72 & .77 & .12 \\
\end{array}
\end{align*}
\]

Table 10: Power of the improved rank test, \( \Omega_Y \), Factors with increasing Kurtosis (standard normal errors, \( N = 1000, \Lambda = \Lambda_2 \))

should be done with a certain amount of caution when they are too imprecisely estimated.

However, the results in Tables 8 and 9 show that, for reasonable magnitudes of skewness and kurtosis excess (say less than a few tens). The size properties of the CR test based on third and fourth-order cumulant matrices are satisfactory.

We end this section by a study of the power of the rank test based on \( \Omega_{Y,w} \). Table 10 display empirical power computations for various levels of kurtosis. The true value of \( \Lambda \) is \( \Lambda_4 \) and we test \( K = 2 \) against \( K = 3 \). For low significance values (\( \alpha \) less than 10%) the power of the test is good even if factors are excessively leptokurtic. For intermediate values of the kurtosis excess, the power is good whatever the \( \alpha \) level.
5 Application to the returns to schooling

In this section, we apply our methodology to the estimation of the returns to schooling. We consider the relationship between wage and education. Chamberlain and Grilliches (1975, 1977) provide insightful examples of the use of factor models in this context. We first construct a second measure of educational attainment, and we estimate a one-factor model to correct for measurement error in the first education measure. We then apply the methods of this paper and estimate a second factor.

5.1 The data

We use data from the French Labor Force Survey of 1995. This is a large and representative cross-section of the French labor force which provides detailed information on individual education. We exclude women, out-of-employment individuals, and workers with missing data for either (monthly) wages, hours worked or education. We trim the sample of the first and last percentiles of the wage, hour and education data. We finally obtain a sample of 21,794 workers.

We divide monthly wages by hours worked to obtain wage rates. We define $Y$ as the residual of the regression of wage rates on a set of regressors, including a quartic in age. We construct two education variables. The first one is the “age at the end of school”, which broadly corresponds to the number of years of schooling (minus 6) in France. This variable, denoted as $D$, is the usual regression variable in most studies of the returns to schooling. The second one (say “diploma”) codes the highest diploma obtained by the individual into 16 categories (no diploma, elementary level, middle school, high school, college, plus various declinations of these different levels into vocational and non vocational). To make this variable continuous and comparable to $D$, we construct the variable $D^*$ equal to the median value of $D$ by diploma.

Table 11 shows the moments of the three variables of interest. The correlation between $D$ and $D^*$ is only 0.76, indicating that both measures of education are correlated, yet not perfectly. The OLS coefficients of the separate regressions of $Y$ on $D$ and on $D^*$ are 0.044 and 0.060, respectively. The second measure yields a slightly higher return. This difference is quasi entirely explained by the difference in the variances of education measures. (The variance of
<table>
<thead>
<tr>
<th></th>
<th>Wage Y</th>
<th>Years of Schooling D</th>
<th>Diploma D*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0</td>
<td>17.7</td>
<td>17.6</td>
</tr>
<tr>
<td>Standard error</td>
<td>.29</td>
<td>2.64</td>
<td>2.17</td>
</tr>
<tr>
<td>Skewness</td>
<td>.29</td>
<td>.61</td>
<td>.61</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>.079</td>
<td>-.015</td>
<td>.18</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th>Covariances</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Y</td>
<td>0.086</td>
<td>0.304</td>
<td>0.284</td>
</tr>
<tr>
<td>D</td>
<td>0.304</td>
<td>6.95</td>
<td>4.33</td>
</tr>
<tr>
<td>D*</td>
<td>0.284</td>
<td>4.33</td>
<td>4.71</td>
</tr>
</tbody>
</table>

Table 11: Moments of the variables

$D^*$ is less than that of $D$, as it should be because $D^*$ is a conditional median of $D$.) It is not
due – as one could maybe have expected – to a difference in the means of $D$ and $D^*$ (class
repetition, for example, making $D^*$ less than $D$ on average).

The two education variables are only slightly negatively skewed and exhibit little kurtosis
excess. Yet, the joint distribution of $(Y, D, D^*)$ displays a statistically significant amount of
skewness and kurtosis. To check that, we estimate the three characteristic roots of matrices
$\Gamma_Y$ and $\Omega_Y$, as well as their bootstrap standard errors.\footnote{As in the rest of this
section, standard errors are computed by 500 bootstrap replications. Standard errors
are given in brackets.} These estimates are: 1.17 (.02), .073 (.0072) and .0072 (.0037) for the
three CRs of $\Gamma_Y$, and .38 (.060), .146 (.017) and .042 (.0051) for those of $\Omega_Y$. The third
eigenvalue of $\Gamma_Y$ is small and insignificant. These results are confirmed
by the CR test applied to matrices $\Gamma_Y$ and $\Omega_Y$ and reported in Table 12. The null hypothesis
that $\Gamma_Y$ has rank 2 is not rejected by the data at the 5% level. The test rejects the hypothesis
that the rank of $\Omega_Y$ is less than 3 at the 1% level. However, the third eigenvalue of $\Omega_Y$ is much
smaller that the first two. In any case, there is definite evidence that the joint distribution of
$(Y, D, D^*)$ is not normal. One can thus safely apply the methods introduced in this paper.

5.2 Estimation results

We start by estimating the matrix of factor loadings under the assumption that $K = 1$. Factor
loadings can then be estimated from covariance calculations only. We report the PCA estimates
in the first column of Table 13 (PCA). The implied return to education, as measured by $\frac{\lambda_1}{\lambda_2}$
is .066, higher than the return estimated by OLS but comparable to the OLS estimate of the
<table>
<thead>
<tr>
<th>Rank</th>
<th>$\Gamma_Y$</th>
<th>$\Omega_Y$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rank</th>
<th>Statistic</th>
<th>Critical value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>29994</td>
<td>57.4</td>
<td>.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rank</th>
<th>Statistic</th>
<th>Critical value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>114.0</td>
<td>7.74</td>
<td>.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rank</th>
<th>Statistic</th>
<th>Critical value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.10</td>
<td>1.32</td>
<td>.072</td>
</tr>
</tbody>
</table>

Table 12: Rank tests

<table>
<thead>
<tr>
<th>$K=1$</th>
<th>$K=1$</th>
<th>$K=1$</th>
<th>$K=2$</th>
<th>$K=2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_{11}$</td>
<td>.141 (.0021)</td>
<td>.140 (.0025)</td>
<td>.143 (.0021)</td>
<td>.154 (.0058)</td>
</tr>
<tr>
<td>$\hat{\lambda}_{21}$</td>
<td>2.15 (.019)</td>
<td>2.09 (.030)</td>
<td>2.16 (.018)</td>
<td>2.11 (.029)</td>
</tr>
<tr>
<td>$\lambda_{31}$</td>
<td>2.01 (.019)</td>
<td>2.04 (.030)</td>
<td>2.00 (.014)</td>
<td>2.02 (.029)</td>
</tr>
<tr>
<td>$\hat{\lambda}_{11}$</td>
<td>6.6%</td>
<td>6.7%</td>
<td>6.6%</td>
<td>7.3%</td>
</tr>
<tr>
<td>$\hat{\lambda}_{21}$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-.085 (.019)</td>
</tr>
<tr>
<td>$\hat{\lambda}_{22}$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>.241 (.098)</td>
</tr>
<tr>
<td>$\hat{\lambda}_{32}$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>.323 (.082)</td>
</tr>
<tr>
<td>$V(U_1)$</td>
<td>.066 (.0086)</td>
<td>.068 (.0018)</td>
<td>.065 (.0009)</td>
<td>.055 (.0047)</td>
</tr>
<tr>
<td>$\tilde{V}(U_2)$</td>
<td>2.31 (.062)</td>
<td>2.69 (.177)</td>
<td>2.25 (.065)</td>
<td>2.46 (.128)</td>
</tr>
<tr>
<td>$\tilde{V}(U_3)$</td>
<td>.672 (.053)</td>
<td>.545 (.130)</td>
<td>.72 (.046)</td>
<td>.53 (.132)</td>
</tr>
</tbody>
</table>

Table 13: Factor loadings and error variances (quasi-JADE*: weighted quasi-JADE)

The table above shows the factor loadings and error variances for different models. We find that $X_1$ accounts for 23% of the variance of wages, 67% of the variance of $D$ but 86% of the variance of $D^*$. These results are consistent with $D^*$ being a “better” measure of educational attainment than $D$.\(^{20}\)

We then estimate the one-factor model using higher-order moments of the data. Columns 2 and 3 of Table 13 present the estimates of the vector of factor loadings using the quasi-JADE algorithm, using second, third and fourth-order cumulants and the restrictions of Lemma 2. In column 3, we report the results for the version of the algorithm weighting the matrices of cumulants according to their precision (quasi-JADE*). The results of all three columns are

\(^{20}\)Note that PCA yields the same estimate of $\hat{\lambda}_{11}$ as instrumenting $D$ by $D^*$ in the 2SLS regression of $Y$ on $D$.\]
remarkably similar.

Next, we turn to the estimation of the two-factor model, reported in the last two columns of Table 13. The estimates of factor loadings associated to the first factor are very close to the values estimated using the one-factor model. The second factor is positively correlated with the number of years of schooling $D$ and is negatively correlated with the wage $Y$. This pattern is consistent with the interpretation that a overspecialisation in education is negatively valued on the labor market (the returns to obtaining a Ph. D. are slight; see Ashenfelter and Mooney, 1968, Hamermesh and Donald, 2004).

Notice that, using third-order moments only, we obtained very imprecise estimates (not reported). This is because the second factor is found to have a nearly symmetric distribution. We report in Table 14 the estimates of factor cumulants. We give between brackets the bootstrap 90% coverage intervals. The results show that the first factor is skewed to the left, with rather small kurtosis. Moreover, the second factor shows little skewness but displays much kurtosis excess. This implies that the second factor is essentially identified from fourth-order moments of the data.

Finally, we tried to investigate the existence of a third factor without success. The estimates were far too imprecise. In any case, if a third factor exists, it has very little explanatory power on individual earnings.

6 Conclusion

It is well known that non normality is an important source of identification in linear measurement error models. In this paper, we extend this insight to general linear independent factor models. We prove that $L(L – 1)/2$ factors can be generically identified from a set of $L$ mea-
surement. Contrary to ordinary Factor Analysis, identification is unambiguously defined up to
sign and permutation normalisations.

We also prove that second, third and/or fourth-order moments of the data provide sufficient
information to identify and estimate the first four moments of at most $L$ factors. We then
extend and adapt a well-known technique of Independent Component Analysis (ICA), Cardoso
and Souloumiac’s (1993) JADE algorithm, to construct estimators of factor loadings in the case
where errors are not negligible. We propose a multi-step procedure (quasi-JADE) in which we
estimate error moments in a first stage, and then apply Cardoso and Souloumiac’s approximate
joint diagonalisation algorithm.

The independent factor structure generates many overidentifying restrictions on higher-order
moments. This may explain the encouraging Monte Carlo simulation results that we obtained.
In contrast with previous evidence on the use of higher-order moments for estimation,\textsuperscript{21} we
find, for sufficiently non symmetric and/or kurtotic data, small biases and precise estimates,
even in relatively small samples. The estimation methodology is then applied to earnings
and education data. Besides the common factor that IV and PCA estimates already reveal
(explaining the bias toward zero of the OLS estimate of the returns to the number of years
of education on individual earnings), quasi-ICA reveals an interesting second factor that is
negatively correlated with earnings and positively correlation with education. This is evidence
that there exist individual characteristics which are valued by the education institution but not
by the labour market.

In the future, we plan to pursue two directions of research. First, this paper leaves many
methodological questions unanswered. In particular, efficiency issues concerning the quasi-
JADE estimators, as well as the properties of the tests of the number of factors, seem worth
investigating further. Moreover, it would be interesting to extend existing algorithms to deal
with more factors than measurements ($K > L$). In the ICA literature, this case is referred to
as overcomplete ICA. De Lathauwer (2003) presents an algorithm comparable to JADE that
works for $K > L$ in the case of complex measurements. In the real case, the one of interest in

\textsuperscript{21}See the results reported in Madansky (1959), and the survey by Aigner et al. (1984).
econometrics, we are not aware of similar semi-parametric methods.

The second direction of research concerns the extension of the methods of this paper to dynamic settings, where observations can be correlated over time (e.g. Bai and Ng, 2002, and Bai, 2003).
APPENDIX

A Mathematical proofs

A.1 Proof of Theorem 1

The proof of proposition (i) is a straightforward consequence of Theorem 10.3.1 in Kagan, Linnik and Rao (1973).

Theorem 8 (Theorem 10.3.1, Kagan, Linnik and Rao, 1973) Let $A$ and $B$ be two non-stochastic matrices and let $S = (s_1, ..., s_m)^T$ and $R = (r_1, ..., r_n)^T$ be two random vectors with independent components. Assume that $AS$ and $BR$ have the same distribution. If $s_i$, for some $i \leq m$, is not normal, then the $i$th column of $A$ is the multiple of a column of $B$.

Assume that $AX + U$ and $\tilde{A}X + \tilde{U}$ have the same distribution. The components of vectors $(X^T, U^T)$ and $(\tilde{X}^T, \tilde{U}^T)$, respectively, are independent. Let $k \leq K$. Since $X_k$ is not normal, Kagan et al.’s result applies to show that the $k$’s column of $A$, say $A_k$, is the multiple of a column of the $L \times (K + L)$ matrix $(\tilde{A}, I_L)$, where $I_L$ is the $L \times L$ identity matrix. Since every column of matrices $A$ and $\tilde{A}$ has at least two non-zero coefficients, it must be that $A_k$ is the multiple of a column of $\tilde{A}$. This shows proposition (i).

To show proposition (ii) let $\kappa''_Y(t) = (\kappa''_Y(t), \alpha \in \Delta_{L,2})$, for $t \in \mathbb{R}^L$, be the $\#\Delta_{L,2} \times 1$ vector of second-order partial cross-derivatives of $\kappa_Y(t)$. Let also

$$
\kappa_X(t) = (\kappa_{X_1}(t_1), ..., \kappa_{X_K}(t_K))^T,
$$

$$
\kappa'_X(t) = (\kappa'_{X_1}(t_1), ..., \kappa'_{X_K}(t_K))^T,
$$

$$
\kappa''_X(t) = (\kappa''_{X_1}(t_1), ..., \kappa''_{X_K}(t_K))^T, \quad t = (t_1, ..., t_K) \in \mathbb{R}^K.
$$

Equation (3) implies the following restrictions on factor cumulant generating functions:

$$
\kappa''_Y(t) = Q(\Lambda)\kappa''_X (\Lambda^T t). \quad (A1)
$$

To show the second proposition, remark that it must be that

$$
Q(\Lambda)\kappa''_X (t^T \Lambda) = Q(\tilde{\Lambda})\kappa''_X (t^T \tilde{\Lambda}). \quad (A2)
$$

By proposition (i), every column of $\Lambda$ is a scalar multiple of a column of $\tilde{\Lambda}$. Since $\text{rank}(Q(\Lambda)) = K$, it follows that there exists no couple of columns of $\Lambda$ which are proportional. Therefore, there exist a permutation matrix $P$ and a diagonal matrix $D$ with non zero entries in the diagonal such that $\tilde{\Lambda} = \Lambda D P$. Now, since $\ker(Q(\Lambda)) = 0$, (A2) implies:

$$
\kappa''_X (t^T \Lambda) = \kappa''_{DPX} (t^T \Lambda). \quad (A3)
$$
Taking this equation at \( t = 0 \) and using the normalization assumption (i) in Definition ?? yields:

\[
D^2 = \text{Var}(DP\tilde{X}) = \text{Var}(X) = I_K.
\]

Moreover, integrating the differential equation (A3) shows that \( \kappa_X \) and \( \kappa_{DP\tilde{X}} \) differ by an affine function. By definition, \( \kappa_X(0) = \kappa_{DP\tilde{X}}(0) = 0 \). By assumption, since the factor distributions have zero mean: \( \kappa_X'(0) = \kappa_{DP\tilde{X}}'(0) = 0 \). This shows that the d.f. of \( X \) and \( DP\tilde{X} \) are equal. Lastly, the d.f. of \( U \) and \( \tilde{U} \) are equal by deconvolution, since the characteristic functions of the factors are nonvanishing everywhere.

This ends the proof.

A.2 Proof of Theorem 2

Let \( x = (x_1, \ldots, x_K)^T \in \text{ker}(Q(\Lambda)) \) such that \( x \neq 0 \). For all \( k = 1, \ldots, K \), and all \( \ell = 1, \ldots, L \), define

\[
\psi_k(\tau_k) = \kappa_{X_k}(\tau_k) - x_k \frac{\tau_k^2}{2}, \quad \forall \tau_k \in \mathbb{R},
\]

\[
\zeta_\ell(t_\ell) = \kappa_{U_\ell}(t_\ell) + (\Lambda_\ell \otimes \Lambda_\ell) x_\ell t_\ell^2, \quad \forall t_\ell \in \mathbb{R},
\]

where \( \Lambda_\ell = (\lambda_{\ell 1}, \ldots, \lambda_{\ell K}) \) is the \( \ell \)th row of \( \Lambda \) and \( \otimes \) is the Kronecker product \((\Lambda_\ell \otimes \Lambda_\ell) x = \sum_{k=1}^K x_k \lambda_{\ell k}^2 \). If \( x_k \geq 0 \), \( \psi_k \) is the cumulant generating function (c.g.f.) of the convolution of the distribution of \( X_k \) and the normal distribution \( \mathcal{N}(0, \sqrt{\sigma_k^2}) \). Now, suppose that \( x_k < 0 \). The distribution of \( X_k \) is divisible by a normal distribution, say \( \mathcal{N}(0, \sigma_k^2) \). If \( \sigma_k^2 + x_k > 0 \), then \( \psi_k \) is the c.g.f. of some random variable that is the sum of the random variable with c.g.f. \( \kappa_{X_k}(\tau_k) + \frac{x_k^2 \tau_k^2}{2} \) and of the normal variable \( \mathcal{N}(0, \sigma_k^2 + x_k) \). The same argument applies to \( \zeta_\ell \). If \( (\Lambda_\ell \otimes \Lambda_\ell)^T x \leq 0 \), then \( \zeta_\ell \) is the c.g.f. of \( U_\ell + \mathcal{N}(0, -(\Lambda_\ell \otimes \Lambda_\ell)^T x) \). Otherwise, \( U_\ell \) is divisible by a normal distribution, say \( \mathcal{N}(0, \omega_\ell^2) \). If \( \omega_\ell^2 - (\Lambda_\ell \otimes \Lambda_\ell)^T x > 0 \), then \( \zeta_\ell \) is the c.g.f. of some random variable that is the sum of the random variable whose c.g.f. is \( \kappa_{U_\ell}(t_\ell) + \frac{\omega_\ell^2 t_\ell^2}{2} \) and the normal variable \( \mathcal{N}(0, \omega_\ell^2 - (\Lambda_\ell \otimes \Lambda_\ell)^T x) \). Rescale \( x \) if necessary so that \( x_k > -\sigma_k^2 \), for all \( k = 1, \ldots, K \), and \( \omega_\ell^2 > (\Lambda_\ell \otimes \Lambda_\ell)^T x \), for all \( \ell = 1, \ldots, L \). One can thus construct \( K + L \) non degenerate, independent random variables with zero mean and finite variance: \( Z_1, \ldots, Z_K, \tilde{U}_1, \ldots, \tilde{U}_L \), with given c.g.f.'s \( \psi_1, \ldots, \psi_K, \zeta_1, \ldots, \zeta_L \).

Next, for all \( t = (t_1, \ldots, t_L)^T \), define

\[
\kappa(t) = \sum_{k=1}^K \psi_k(\lambda_k^T t) + \sum_{\ell=1}^L \zeta_\ell(t_\ell)
\]

\[
= \sum_{k=1}^K \kappa_{X_k}(\lambda_k^T t) - \sum_{k=1}^K x_k \frac{(\lambda_k^T t)^2}{2} + \sum_{\ell=1}^L \kappa_{U_\ell}(t_\ell) + \sum_{\ell=1}^L (\Lambda_\ell \otimes \Lambda_\ell) x_\ell t_\ell^2.
\]

As \( Q(\Lambda)x = 0 \), \( \sum_{k=1}^K x_k \lambda_{\ell k} \lambda_{mk} = 0 \) for all \( \ell \neq m \) in \( \{1, \ldots, L\} \). Hence,

\[
\sum_{k=1}^K x_k (\lambda_k^T t)^2 = \sum_{k=1}^K x_k \sum_{\ell=1}^L \lambda_{\ell k}^2 t_\ell^2 = \sum_{\ell=1}^L \sum_{k=1}^K x_k \lambda_{\ell k}^2 t_\ell^2
\]

\[
= \sum_{\ell=1}^L (\Lambda_\ell \otimes \Lambda_\ell) x_\ell t_\ell^2.
\]
and, therefore,
\[ \kappa(t) = \sum_{k=1}^{K} \kappa_{X_k}(\lambda_k^T t) + \sum_{\ell=1}^{L} \kappa_{U_\ell}(t_\ell) = \kappa_Y(t). \]

Now, define \( D \) as the diagonal of order \( K \) with diagonal entries: \( d_k = \sqrt{1 - x_k} \). Rescale \( x \) if necessary such that \( D \) is invertible. Then:

\[ \text{Var}(D^{-1}Z) = D^{-1} \text{diag}(1 - x_k)D^{-1} = I_K. \]

It follows that \( (AD, D^{-1}Z, \tilde{U}) \) is an alternative representation to \( (\Lambda, X, U) \).

Lastly, we have to show that these two representations are different. Note that, by the above construction, one can find an infinity of alternative representations \( (\tilde{\Lambda}, \tilde{X}, \tilde{U}) \) by appropriately rescaling \( x \). Since the cardinal of \( S_K \) is finite, it follows that \( (\Lambda, X, U) \) is not identified. This ends the proof.

### A.3 Proof of Theorem 3

To prove Theorem 3, we first prove the following lemma giving conditions under which the joint eigenvectors of a set of matrices is uniquely defined (up to sign and permutation).

**Lemma 4** Let \( K \) and \( L \) be any integers. Let \( A_1, \ldots, A_L \) be matrices of \( \mathbb{R}^{K \times K} \). Suppose that there exist \( x^k = (x^k_1, \ldots, x^k_L)^T \in \mathbb{R}^L \) and \( v^k \in \mathbb{R}^K \), \( v_k \neq 0 \), \( k = 1, \ldots, K + 1 \), solutions to the joint diagonalization problem:

\[ x^k_\ell v^k = A_\ell v^k, \quad \forall \ell = 1, \ldots, L. \]

Assume that the set \( \{v^1, \ldots, v^K\} \) is linearly independent, that all \( v_k \), \( k = 1, \ldots, K + 1 \), have norm one, and that \( x^k \neq x^{k'} \) for all \( (k, k') \in \{1, \ldots, K\}^2 \). Then there exists \( k \in \{1, \ldots, K\} \) such that \( v^{K+1} = \pm v^k \).

**Proof.** Since \( \{v^1, \ldots, v^K\} \) is a basis of \( \mathbb{R}^K \), there exists \( c = (c_1, \ldots, c_K) \neq 0 \) such that \( v^{K+1} = c_1 v^1 + \ldots + c_K v^K \). Then, for all \( \ell = 1, \ldots, L \),

\[
\sum_{k=1}^{K} c_k x^k_\ell v^k = \sum_{\ell=1}^{K} c_k A_\ell v^k \\
= A_\ell \sum_{k=1}^{K} c_k v^k \\
= A_\ell v^{K+1} \\
= x^{K+1}_\ell v^{K+1} \\
= x^{K+1}_\ell \left( \sum_{k=1}^{K} c_k v^k \right).
\]

As \( \{v^1, \ldots, v^K\} \) is linearly independent, it follows from the last equality that:

\[ c_k x^k_\ell = c_k x^{K+1}_\ell, \]
for all \((k, \ell)\). Hence, for all \(k\):
\[
c_k x^k = c_k x^{K+1}.
\]
As \(c \neq 0\), there exists \(k\) such that \(c_k \neq 0\). For this \(k\): \(x^k = x^{K+1}\). Moreover, as \(x^k \neq x^{k'}\) for all \(k' \neq k\) in \(\{1, ..., K\}\), it follows that \(c_{k'} = 0\) for all \(k' \neq k\). Hence
\[
v^{K+1} = c_k v^k.
\]
As both \(v^k\) and \(v^{K+1}\) have norm one, \(c_k = \pm 1\). The result follows. ■

The proof of Theorem 3 easily follows.

**Fourth-order moments.** In the case where \(U = 0\), second and fourth-order cumulant restrictions (8)-(12) yield:

\[
\Omega_Y (\ell, m) = \Lambda D_4 \text{diag} (\Lambda_\ell \odot \Lambda_m) \Lambda^T, \quad (\ell, m) \in \mathcal{X}_{L,2},
\]

\[
\Sigma_Y = \Lambda \Lambda^T.
\]

To show that \(\Lambda\) is identified from this system, let \(P\) be the Cholesky decomposition of \(\Sigma_Y\), such that \(PP^T = \Sigma_Y - \Sigma_U\), and \(P\) is a lower triangular \(L \times K\) full-column rank matrix.

Then \(P^\dagger \Lambda\), where \(P^\dagger\) is a generalized inverse of \(P\) (e.g. \(P^\dagger = [P^T P]^{-1} P^T\)), is a matrix of joint orthonormal eigenvectors of:

\[
P^\dagger \Omega_Y (\ell, m) P^T = P^\dagger \Lambda D_4 \text{diag} (\Lambda_\ell \odot \Lambda_m) \Lambda^T P^T, \quad (\ell, m) \in \mathcal{X}_{L,2}.
\]

In general, there can be infinitely many joint eigenvectors to a set of matrices if all matrices have multiple roots. Lemma 4 shows that the problem of diagonalizing matrices \(P^\dagger \Omega_Y (\ell, m) P^T\), \((\ell, m) \in \mathcal{X}_{L,2}\), has a unique solution up to column sign and permutation if for all \((k, k') \in \{1...K\}^2, k \neq k'\), there exists \((\ell, m) \in \mathcal{X}_{L,2}\) such that

\[
\lambda_{\ell k} \lambda_{m k} \kappa_4 (X_k) \neq \lambda_{\ell k'} \lambda_{m k'} \kappa_4 (X_{k'}).
\]

As either \(\kappa_4 (X_k) \neq 0\) or \(\kappa_4 (X_{k'}) \neq 0\), and as any two columns of \(\Lambda\) are linearly independent, this condition is always satisfied. It follows that \(V\), and thus \(\Lambda = PV\), are identified (up to column sign and permutation).

**Third-order moments.** The same argument applies to third-order cumulant matrices \(\Gamma_Y (\ell)\). Indeed, in the noise-free case third-order restrictions (10) become

\[
\Gamma_Y (\ell) = \Lambda D_3 \text{diag} (\Lambda_\ell) \Lambda^T, \quad \ell \in \{1...L\},
\]

where \(\Gamma_Y (\ell)\), for all \(\ell \in \{1...L\}\), is a \(L \times L\) matrix of third-order cumulants of the data, and \(D_3\) is the diagonal matrix of factor cumulants.
In this case, Lemma 4 shows that the problem of diagonalizing matrices $P^{-\Gamma_Y} (\ell) P^{-T}$, $\ell \in \{1...L\}$, has a unique solution up to column sign and permutation if for all $(k, k') \in \{1...K\}^2$, $k \neq k'$, there exists $\ell \in \{1...L\}$ such that

$$\lambda_{\ell k} \kappa_3 (X_k) \neq \lambda_{\ell k'} \kappa_3 (X_{k'}) .$$

As before, this condition is always satisfied.

**Third and fourth-order moments.** The proof is almost identical to the two previous ones. Lemma 4 shows that the problem of diagonalizing matrices $P^{-\Omega_Y} (\ell, m) P^{-T}$, $(\ell, m) \in \overline{\Sigma}_{L,2}$, and $P^{-\Gamma_Y} (\ell) P^{-T}$, $\ell \in \{1...L\}$, has a unique solution up to column sign and permutation if for all $(k, k') \in \{1...K\}^2$, $k \neq k'$, there exists $(\ell, m) \in \overline{\Sigma}_{L,2}$ such that

$$\lambda_{\ell k} \lambda_{mk} \kappa_4 (X_k) \neq \lambda_{\ell k'} \lambda_{mk'} \kappa_4 (X_{k'}) ,$$

or there exists $\ell \in \{1...L\}$ such that

$$\lambda_{\ell k} \kappa_3 (X_k) \neq \lambda_{\ell k'} \kappa_3 (X_{k'}) .$$

As one of the four moments $\kappa_3 (X_k)$, $\kappa_3 (X_{k'})$, $\kappa_4 (X_k)$ and $\kappa_4 (X_{k'})$ is non zero, it follows from the assumptions on $\Lambda$ that this condition is always satisfied.

**A.4 Proof of Lemma 1**

1. Let $\Omega_Y$ be defined by (16). As $Q$ has rank $K$ and $D_4$ is non singular, restrictions (17) imply that

$$\Omega_Y = \overline{Q} D_4 Q^T ,$$

has rank $K$. It follows that there exists $\overline{C} \in \mathbb{R}^{#\Sigma_{L,2} \times (#\Sigma_{L,2} - K)}$, full column rank, such that $\overline{C}^T \Omega_Y = 0$. Since $D_4 Q^T$ has rank $K$, it must also be that $\overline{C}^T \overline{Q} = 0$.

2. Let $\vech$ be the operator stacking all elements on and below the main diagonal of a $L \times L$ symmetric matrix column by column into a $\frac{L(L+1)}{2}$-vector. Then,

$$\vech (\Omega_Y (\ell, m)) = \vech (\Lambda D_4 \text{diag} (\Lambda_\ell \odot \Lambda_m) \Lambda^T + \delta_{\ell m} \kappa_4 (U_{\ell}) S_{L,\ell}) ,$$

$$= \overline{Q} D_4 (\Lambda_\ell \odot \Lambda_m) + \delta_{\ell m} \kappa_4 (U_{\ell}) \vech (S_{L,\ell}) ,$$

where $S_{L,\ell}$ is the sparse matrix of dimension $(L, L)$ with only one 1 in position $(\ell, \ell)$. It follows that

$$\overline{C}^T \vech (\Omega_Y (\ell, m)) = \delta_{\ell m} \kappa_4 (U_{\ell}) \overline{C}_{(\ell,\ell)} ,$$

where $\overline{C}_{(\ell,\ell)}$ is the $(\ell, \ell)$th column of $\overline{C}^T$, and the columns of $\overline{C}^T$ (the rows of $\overline{C}$) are indexed by $(i, j) \in \overline{\Sigma}_{L,2}$. 42
Moreover, the second-order restrictions are equivalently written as
\[ \text{vech} (\Sigma_Y) = \text{vech} (\Lambda \Lambda^T + \Sigma_U), \]
\[ = \mathcal{Q} \mathbf{1}_K + \text{vech} (\Sigma_U), \]
where \( \mathbf{1}_K \) is a \( K \)-dimensional vector of ones. Hence,
\[ \mathbf{C}^T \text{vech} (\Sigma_Y) = \mathbf{C}^T \text{vech} (\Sigma_U) = \sum_{\ell=1}^L \text{Var} (U_\ell) \mathbf{C}_{(\ell, \ell)}. \]

Lastly, consider
\[ \text{vech} (\Gamma_Y (\ell)) = [\text{Cum} (Y_\ell, Y_i, Y_j), (i,j) \in \mathbf{X}_{L,2}] \]
\[ = \text{vech} (\Lambda D_3 \text{diag} (\Lambda_\ell) \Lambda^T + \kappa_3 (U_\ell) \text{Sp}_{L,\ell}). \]

This vector of third-order moments of \( Y \) satisfies the equality
\[ \text{vech} (\Gamma_Y (\ell)) = \mathcal{Q} D_3 \Lambda_\ell + \kappa_3 (U_\ell) \text{vech} (\text{Sp}_{L,\ell}). \]

It follows that
\[ \mathbf{C}^T \text{vech} (\Gamma_Y (\ell)) = \kappa_3 (U_\ell) \mathbf{C}_{(\ell, \ell)}. \]

3. Lastly, we show that the submatrix \( [\mathbf{C}_{(1,1)}, ..., \mathbf{C}_{(L,L)}]^T \in \mathbb{R}^{L \times (#\mathbf{X}_{L,2} - K)} \) of \( \mathbf{C} \) is full-row rank. To show this assertion, partition \( \mathbf{C} \) as
\[ \mathbf{C} = \begin{bmatrix} \mathbf{C}_{11} & \mathbf{C}_{12} \\ \mathbf{C}_{21} & \mathbf{C}_{22} \end{bmatrix}, \]
with \( \mathbf{C}_{11} \in \mathbb{R}^{#\Delta_{L,2} \times (#\Delta_{L,2} - K)}, \mathbf{C}_{12} \in \mathbb{R}^{#\Delta_{L,2} \times L}, \mathbf{C}_{21} \in \mathbb{R}^{L \times (#\Delta_{L,2} - K)} \) and \( \mathbf{C}_{22} \in \mathbb{R}^{L \times L} \). To simplify the notations, suppose that rows \( \mathbf{C}_{(1,1)}, ..., \mathbf{C}_{(L,L)} \) are located at the bottom of \( \mathbf{C} \), so that \( [\mathbf{C}_{21}, \mathbf{C}_{22}] = [\mathbf{C}_{(1,1)}, ..., \mathbf{C}_{(L,L)}]^T \). Without loss of generality, one can assume that \( \mathbf{C}_{21} = 0 \) and that \( \mathbf{C}_{11} \) is a basis of the null space of \( Q^T \). Now, suppose that \( \mathbf{C}_{22} \) is singular. Then there exists a linear combination of the columns of \( \mathbf{C}_{22} \) that is equal to zero. The same linear combination of the columns of \( \mathbf{C}_{12} \) is both linearly independent of \( \mathbf{C}_{11} \), as \( \mathbf{C} \) is full-column rank, and orthogonal to the columns of \( Q \). This contradicts the assumption that \( Q \) has rank \( K \). Consequently, \( \mathbf{C}_{22} \) is non singular and \( [\mathbf{C}_{21}, \mathbf{C}_{22}] \) is full-row rank.

As matrix \( [\mathbf{C}_{(1,1)}, ..., \mathbf{C}_{(L,L)}]^T \) is full-row rank, it follows that error variances are identified. Moreover, it also follows that \( \mathbf{C}_{(\ell, \ell)} \neq 0 \). So, \( \kappa_3 (U_\ell) \) and \( \kappa_4 (U_\ell) \) are identified.

This ends the proof of Lemma 1.

**A.5 Proof of Lemma 2**

1. The factor structure implies that
\[ \Xi_Y = [\Gamma_Y, \Omega_Y (1), ..., \Omega_Y (L)], \]
\[ = \Lambda [D_3 Q^T, D_4 \text{diag} (\Lambda_1) Q^T, ..., D_4 \text{diag} (\Lambda_L) Q^T]. \]
Let $\gamma \in \mathbb{R}^K$ such that

$$\gamma^T \left[ D_3 Q^T, D_4 \text{diag} (\Lambda_1) Q^T, ..., D_4 \text{diag} (\Lambda_L) Q^T \right] = 0.$$  

As $Q$ has rank $K$, it follows that $\gamma^T D_3 = 0$ and $\gamma^T D_4 \text{diag} (\Lambda_\ell) = 0$ for all $\ell \in \{1...L\}$. Then, as $\Lambda$ is full column rank, this implies that $\gamma^T D_4 = 0$. Lastly, as for all $k$ either $\kappa_3 (X_k) \neq 0$ or $\kappa_4 (X_k) \neq 0$, it follows that $\gamma = 0$.

Therefore: $[D_3 Q^T, D_4 \text{diag} (\Lambda_1) Q^T, ..., D_4 \text{diag} (\Lambda_L) Q^T]$ as rank $K$. As $\Lambda$ has rank $K$ by assumption, $\Xi_Y$ has also rank $K$.

Then, let $C \in \mathbb{R}^{L \times (L-K)}$ such that

$$C^T \Xi_Y = 0.$$  

As $[D_3 Q^T, D_4 \text{diag} (\Lambda_1) Q^T, ..., D_4 \text{diag} (\Lambda_L) Q^T]$ is full row rank, it must also be that $C^T \Lambda = 0$.

2. One thus has

$$C^T \Sigma_Y = C^T \Lambda \Lambda^T + C^T \Sigma_U,$$

$$= C^T \Sigma_U$$

$$= \left[ \text{Var} (U_1) C_1, ..., \text{Var} (U_L) C_L \right]$$

or

$$C^T \begin{pmatrix} \text{Cov} (Y_1, Y_\ell) \\ \vdots \\ \text{Cov} (Y_L, Y_\ell) \end{pmatrix} = \text{Var} (U_\ell) C_\ell, \quad \ell = 1, ..., L,$$

where $C^T_\ell$ is the $\ell$th row of $C$.

Moreover, matrices $\Gamma_Y (\ell)$ defined by (9) satisfy the equality:

$$\Gamma_Y (\ell) = \Lambda D_3 \text{diag} (\Lambda_\ell) \Lambda^T + \kappa_3 (U_\ell) S_{P_{L,\ell}}.$$  

Hence

$$C^T \Gamma_Y (\ell) = C^T \Lambda D_3 \text{diag} (\Lambda_\ell) \Lambda^T + \kappa_3 (U_\ell) C^T S_{P_{L,\ell}},$$

$$= \kappa_3 (U_\ell) C^T S_{P_{L,\ell}},$$

or

$$C^T \begin{pmatrix} \text{Cum} (Y_1, Y_\ell, Y_\ell) \\ \vdots \\ \text{Cum} (Y_L, Y_\ell, Y_\ell) \end{pmatrix} = \kappa_3 (U_\ell) C_\ell.$$  

Lastly,

$$\Omega_Y (\ell, \ell) = \Lambda D_4 \text{diag} (\Lambda_\ell \odot \Lambda_\ell) \Lambda^T + \kappa_4 (U_\ell) S_{P_{L,\ell}}$$

implies that

$$C^T \Omega_Y (\ell, \ell) = \kappa_4 (U_\ell) C^T S_{P_{L,\ell}}.$$
and

\[ C^T \left( \begin{array}{c}
\text{Cum}(Y_1, Y_{\ell}, \ldots, Y_{\ell}) \\
\vdots \\
\text{Cum}(Y_L, Y_{\ell}, \ldots, Y_{\ell})
\end{array} \right) = \kappa_4(U_{\ell}) C_{\ell}. \]

3. Let \( \Lambda_{-\ell} \) be matrix \( \Lambda \) without its \( \ell \)th row. As \( \Lambda_{-\ell} \) has rank \( K \) by assumption, it follows from equality \( C^T \Lambda = 0 \) that \( C_{\ell} \neq 0 \). Otherwise, one would have \( C^T_{-\ell} \Lambda_{-\ell} = 0 \) for a full \( (L-1) \times (L-K) \) matrix \( C_{-\ell} \), contradicting the assumption that rank(\( \Lambda_{-\ell} \)) = \( K \). Hence \( \text{Var}(U_{\ell}), \kappa_3(U_{\ell}) \) and \( \kappa_4(U_{\ell}) \) are identified.

This ends the proof of Lemmas 2 and 3.

**B The JADE algorithm**

Let \( \mathcal{A} = \{A_k, k = 1 \ldots K\} \) a set of real symmetric \( L \times L \) matrices. Let us define the function:

\[ \text{off}(A) = \sum_{i \neq j} a_{ij}^2, \]

for all \( A = [a_{ij}] \). Then joint diagonalization of \( \mathcal{A} \) is achieved by minimizing

\[ \sum_{k=1}^{K} \text{off}(U A_k U^T), \]  

with respect to \( U \) orthonormal.

Let \( \theta \in [-\pi, \pi] \), let \((i, j) \in \{1 \ldots L\}^2 \) and let \( R_{ij}(\theta) \) be the \( L \times L \) matrix equal to zero everywhere except at the \((i, i), (i, j), (j, i) \) and \((j, j) \) entries where it is equal to:

\[ \begin{pmatrix}
\cos(\theta) & \sin(\theta) \\
-\sin(\theta) & \cos(\theta)
\end{pmatrix}. \]

Let \( i \neq j \), and let us define:

\[ O_{i,j}(\theta) = \sum_{k=1}^{K} \text{off}(R_{ij}(\theta) A_k R_{ij}(\theta)^T). \]

Lastly, let \( h_{i,j}(A) = (a_{ii} - a_{ij}, a_{ij} + a_{ji}) \), and let:

\[ G_{i,j} = \sum_{k=1}^{K} h_{i,j}^T(A_k) h_{i,j}(A_k) = (g_{ij})_{i,j=1,2}. \]

Then, Cardoso and Souloumiac (1996) show that \( \theta_0 \) such that:

\[ \cos(\theta_0) = \sqrt{\frac{x + r}{2r}}, \quad \sin(\theta_0) = \sqrt{\frac{y}{2r(x + r)}}, \]

where \( x = g_{11} - g_{22}, y = g_{12} + g_{21} \) and \( r = \sqrt{x^2 + y^2} \), minimizes \( O_{i,j}(\theta) \).

This closed-form expression for \( \theta_0 \) allows to minimize (B4) by the following algorithm:

1. Start with \( U(0) = I_L \).
2. Begin loop on step \( s \).
3. Begin loop on \((i,j)\).
4. Compute \(G_{i,j}\).
5. Compute \(\theta_0\).
6. If \(\theta_0\) is different enough from zero, continue. Else stop.
7. Compute \(R_{ij}(\theta_0)A_kR_{ij}(\theta_0)^T\) and modify \(A\) consequently.
8. Update \(U(s)\) as \(U(s+1) = R_{ij}(\theta_0)U(s)\).
9. End loop on \((i,j)\).
10. End loop on \(s\).

C Asymptotic Theory of the JADE Estimator

C.1 First-Order conditions of the JADE algorithm

Let \(A_j, j = 1...J\) be a set of \(K\) symmetric matrices. Cardoso and Souloumiac’s JADE algorithm finds an orthogonal basis in which the \(A_j\) matrices are simultaneously approximately diagonal. The JADE estimator solves:

\[
\min_{\Lambda} \sum_{j=1}^{J} \text{off}(\Lambda^T A_j \Lambda),
\]

where \(\text{off}(M) = \sum_{i \neq j} m_{ij}^2\), and the maximization is taken with respect to \(K \times K\) orthogonal matrices 

\[\Lambda = (\lambda_1, ..., \lambda_K),\]

where \(\lambda_k\) is the \(K \times 1\) column of \(\Lambda\).

The Lagrangian of this system writes:

\[
\mathcal{L} = \sum_{j} \sum_{m \neq k} (\lambda_k^T A_j \lambda_m)^2 + \sum_{k} \gamma_k (\lambda_k^T \lambda_k - 1) + \sum_{m \neq k} \gamma_{mk} \lambda_k^T \lambda_m,
\]

where scalars \(\gamma_k\) and \(\gamma_{mk}\) are the Lagrange multipliers associated with the orthogonality constraints.

Differentiating the Lagrangian with respect to \(\lambda_m\), for \(m = 1...K\), yields:

\[
0 = \frac{\partial \mathcal{L}}{\partial \lambda_m} = 4 \sum_{j} \lambda_m^T A_j \left( \sum_{k \neq m} \lambda_k \lambda_k^T \right) A_j \lambda_m + 2 \gamma_m \lambda_m^T \lambda_m + \sum_{m \neq k} (\gamma_{mk} + \gamma_{km}) \lambda_k^T A_j \lambda_m.
\]

At this stage, it is convenient to remark that \(\gamma_{mk} + \gamma_{km}\) is symmetric. Hence, for all \(k \neq m\), right-multiplication by \(\lambda_n\) yields:

\[
\sum_{j} \lambda_n^T A_j \left( \sum_{k \neq m} \lambda_k \lambda_k^T \right) A_j \lambda_n = \sum_{j} \lambda_n^T A_j \left( \sum_{k \neq n} \lambda_k \lambda_k^T \right) A_j \lambda_n.
\]

As \(A_j^2\) is symmetric, and as \(\sum_{k=1}^{K} \lambda_k \lambda_k^T = I_K\) from the orthogonality constraints, this expressions simplifies into:

\[
\sum_{j} \lambda_n^T A_j \left( \lambda_k \lambda_k^T - \lambda_m \lambda_m^T \right) A_j \lambda_k = 0,
\]
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or:
\[ \sum_{j} \lambda_m^T A_j \lambda_k \left( \lambda_k^T A_j \lambda_k - \lambda_m^T A_j \lambda_m \right) = 0, \]  
(C5)
for all \( m \neq k \). System (C5) comprises \( K(K - 1)/2 \) equations. The JADE algorithm solves this moment condition under the \( K(K + 1)/2 \) orthogonality constraints.

### C.2 Asymptotic distribution

Let \( \hat{A}_1, \ldots, \hat{A}_J \) be a set of \( K \times K \) of root-\( N \) consistent and asymptotically normally distributed estimators of matrices \( A_1, \ldots, A_J \). Let \( \text{Vec}(A) \) be the \( JK^2 \)-dimensional vector obtained by stacking vectors \( \text{vec}(A_1), \ldots, \text{vec}(A_J) \), and let \( \text{Vec}(\hat{A}) \) be similarly defined. It is assumed:
\[
N^{-1/2} \left( \text{Vec}(\hat{A}) - \text{Vec}(A) \right) \xrightarrow{N \to \infty} \mathcal{N}(0, \Omega_A),
\]
where \( \Omega_A \) is a \( JK^2 \times JK^2 \) positive definite matrix. Let \( A \) be the true matrix of eigenvectors, and let \( \hat{A} \) be its JADE estimate. It follows from standard GMM arguments (e.g. Newey and McFadden, 1994) that \( \hat{A} \) is root-\( N \) consistent and asymptotically normal.

Then from (C5), \( \hat{A} \) solves:
\[
\sum_{j} \lambda_m^T \hat{A}_j \lambda_k \left( \hat{\lambda}_k^T \hat{A}_j \hat{\lambda}_k - \hat{\lambda}_m^T \hat{A}_j \hat{\lambda}_m \right) = 0.
\]

A first-order expansion of this equality around \( A \) yields:
\[
0 = \sum_{j} \lambda_m^T \hat{A}_j \lambda_k \left( \lambda_k^T A_j \lambda_k - \lambda_m^T \hat{A}_j A_m \lambda_m \right) + \sum_{j} \left( \lambda_k^T \hat{A}_j \lambda_k - \lambda_m^T \hat{A}_j \lambda_m \right) \left( \lambda_m^T \hat{A}_j (\hat{\lambda}_k - \lambda_k) + \lambda_k^T \hat{A}_j (\hat{\lambda}_m - \lambda_m) \right) + \sum_{j} \lambda_m^T \hat{A}_j \lambda_k \left( \lambda_k^T A_j (\hat{\lambda}_k - \lambda_k) - \lambda_m^T \hat{A}_j (\hat{\lambda}_m - \lambda_m) \right).
\]
(C6)

Note that, as \( A^T A \Lambda \) is asymptotically diagonal, the third term in (C6) is asymptotically zero. As for the second term, let us denote as \( d_{jk} = \lambda_k^T A_j \lambda_k \) the diagonal terms of \( A^T A \Lambda \), and let us define \( X_k = (x_{mk})_{m \equiv \Lambda(T \hat{\lambda}_k - \lambda_k)} \). Note that a first-order expansion of the orthogonality condition \( A^T A = I_K \) yields \( x_{mk} + x_{km} = 0 \), for all \( m, k \).

Therefore, the second term in (C6) is asymptotically equivalent to:
\[
\sum_{j} (d_{jk} - d_{jm})(d_{jk} x_{km} + d_{jm} x_{mk}),
\]
which can be conveniently rewritten as:
\[
\left( -\sum_{j} (d_{jk} - d_{jm})^2 \right) x_{mk}.
\]

Lastly, let us consider the first term in (C6). Let \( V \) be the \( L \times L \) matrix, of which the \((k, k)\) elements are zero, and the \((k, m), k \neq m\), elements, are:
\[
V_{km} = \sum_{j} \lambda_m^T \hat{A}_j \lambda_k \left( \lambda_k^T \hat{A}_j \lambda_k - \lambda_m^T \hat{A}_j \lambda_m \right).
\]
Standard calculations yield the variance-covariance matrix of \( \text{vec}(V) \) as

\[
\text{Var}(\text{vec}(\Lambda)) = [V(D_1), ..., V(D_J)] \Omega_A [V(D_1), ..., V(D_J)]^T,
\]

where for all diagonal matrix \( D \) with diagonal coefficients \( d_k \), \( V(D) = \text{diag}(\text{vec}(S(D))) \), with \( S(D) \) a \( K \times K \) matrix with zero elements on the diagonal, and \((k, m)\) element equal to \( d_k - d_m \).

For convenience, we shall define matrix \( W = [\text{diag}(\text{vec}(R(D_1))), ..., \text{diag}(\text{vec}(R(D_J)))], \) with \( R(D_j) \) a \( K \times K \) matrix with zero elements on the diagonal, and \((k, m)\) element equal to \( d_{jk} - d_{jm} / \sum_j (d_{jk} - d_{jm})^2 \).

Combining the previous result, and recalling that \((\hat{\lambda}_k - \lambda_k) = \Lambda X_k\), one obtains the asymptotic variance-covariance matrix of \( \text{vec}(\Lambda) \) as:

\[
\text{Var}(\text{vec}(\Lambda)) = (I_K \otimes \Lambda) W I_I \otimes \Lambda^T \otimes \Lambda^T \Omega_A (I_J \otimes \Lambda \otimes \Lambda) W^T / (I_K \otimes \Lambda^T).
\]

This ends the proof.

D Robin and Smith's (2000) rank test

Let \( \hat{B} \) be a root-\( N \) consistent estimator of a \((p, q), p \geq q, \) matrix \( B \), such that

\[
\begin{align*}
N^{1/2} \text{vec} \left( \hat{B} - B \right) & \xrightarrow{d} N \left( 0, \Sigma_{\text{vec}(\hat{B})} \right), \\
\end{align*}
\]

where \( \Sigma_{\text{vec}(\hat{B})} \) is definite and rank \( \left( \Sigma_{\text{vec}(\hat{B})} \right) = s, \) \( 0 < s \leq pq. \)

Let \( \hat{\Sigma}_{\text{vec}(\hat{B})} \) be a consistent estimate of \( \Sigma_{\text{vec}(\hat{B})} \). Let \( \hat{B} = \hat{C} \hat{D} \hat{E}^T \) be the singular value decomposition of \( \hat{B} \), where \( \hat{C} \) and \( \hat{E} \) are \((p, p)\) and \((q, q)\) orthogonal matrices and \( \hat{D} \) is a \((q, p)\) diagonal matrix. Let \( \hat{d}_1 \geq ... \geq \hat{d}_K \) denote the diagonal entries of \( \hat{D}^2 \) (the eigenvalues of \( \hat{D}^T \hat{B} \)). For a given null hypothesis: \( H_0^i : K = r \), the statistics

\[
\text{CRT}_r = N \sum_{i=r+1}^{q} \hat{d}_i
\]

has the same limiting distribution as \( \sum_{i=1}^{t} d'_i Z_i^2 \), where \( d'_1 \geq ... \geq d'_r \), \( t \leq \min\{s, (p-r)(q-r)\} \), are the non-zero ordered eigenvalues of the matrix

\[
(\hat{E}_{q-r} \otimes \hat{C}_{p-r})^T \hat{\Sigma}_{\text{vec}(\hat{B})} (\hat{E}_{q-r} \otimes \hat{C}_{p-r}),
\]

where \( \hat{E}_{q-r} \) and \( \hat{C}_{p-r} \) are the last \( q - r \) and \( p - r \) columns of \( \hat{E} \) and \( \hat{C} \), respectively, and \( \{Z_i\}_{i=1}^{t} \) are independent standard normal variates.

To estimate \( K \), we apply the following procedure. Start with \( r = 0 \). Test \( H_0^1 \) against \( H_1^0 : K > 0 \). If \( H_1^0 \) is rejected, test \( H_0^2 \) against \( H_1^0 : K > 1 \). And so on until one accepts \( H_0^r \) against \( H_1^0 : K > r \).

The test p-values can be approximated by drawing many independent values of the limiting statistics \( \sum_{i=1}^{t} d'_i Z_i^2 \). This procedure delivers a consistent estimate of \( K \) if the asymptotic sizes \( \alpha_N^r \) used for the sequential tests are such that \( \alpha_N^r = o(1) \) and \( -N^{-1} \ln \alpha_N^r = o(1) \).

\(^{22}\)Note that \( s < \text{dim}(V) \) because of the symmetry properties of \( \Gamma_Y \) and \( \Omega_Y \).
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